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I am a heart surgeon-scientist in Boston



“David V” Procedure
Aortic Valve-Sparing Root Replacement



AESOP & ZEUS System (Computer Motion)
1994 - 2002

DaVinci System (Intuitive Surgical)
2003 - 2010

First U.S. 
Beating-Heart 
Robotic CABG

In 2000

My Pioneering Experience with Robotic Surgery



Timeline of Surgical Robotics Development



https://projects.iq.harvard.edu/mrcaslab/home

https://projects.iq.harvard.edu/mrcaslab/home


BioRobotics



US Patent 9,011,318

STEERABLE, FOLLOW 
THE LEADER 

DEVICE

INVENTORS: Howie Choset, 
Alon Wolf, Marco Zenati



Co-FOUNDER in 2005



The New York Times 2011



Ota…Zenati. Circulation 2008

2006



• U.S. National Institutes of Health (NIH)/National Heart, Lung & Blood 
Institute (NHLBI)
• R01-HL126896 Title: “A Novel Cognition-based Guidance System to Improve Surgical 

Safety”
• R01-HL157457 Title: “A Robot-assisted Perfusion System to Improve Patient Safety in the 

Cardiac Operating Room”
• U.S. National Science Foundation (NSF)/Division of Information and 

Intelligent Systems (IIS)
• Smart & Connected Health Award No. 2205000 (09/01/2022 – 08/31/2026) Title: “An 

Artificial Intelligence Coach for Enhancing Teamwork in the Cardiac Operating Room”

Current Federal Funding - Zenati Lab 



The Problem



Insert best hospital picture

“Hospitals are not the safe places 
we would like them to be.”

De Vries New Engl J Med 2010



Landmark 1999 
U.S. Institute of Medicine Safety Report

U.S. alone/year:

• 98,000 deaths 
caused by 
Preventable 
Adverse Events

• 1 million injuries
• 1/150 patients die because 

of injuries
Kohn LT et al. To Err is Human: Building a 

Safer Health System. Washington, DC, U.S. 
Institute of Medicine 





Health Care vs. Other 
High-Reliability Organizations



Surgery
• Among most challenging 

activities performed by 
humans

• Require years of training 
and learning 
– Cardiac Surgeon

• 4 years of Medical School,
• 5 years of General Surgery

– 1-2 year of research 
• 2-3 years of Thoracic 

Surgery  

• >12 years of post-
college training!



The “Yankee Dodge”, Boston 1847





Operating Room



A Complex and Vulnerable 
Socio-technical System



2/3 of Adverse Events in Hospitals are Surgical

Surgery
Medicine

Gawande AA 1999, Leape LL 1991

50% of AEs are preventable!



Locations of Adverse Events in Surgery

Calland 2002



Human Errors as Mental Workload Problems









Limited Human Working-Memory Capacity

Information Load Spare Capacity

• Surgeon working through a series of steps in a procedure uses working memory store to hold the information.
• Information contained in distractions/interruptions erases the material that the working memory store was holding



Cognitive Load and Performance in 
Complex Socio-technical Systems

Hebb-Yerkes-Dodson Law 1910



Surgical Team Routinely Cross
Mental “Red Zone”

Yu…Hallbeck (Mayo) 2016

>50

Reckless!?



Linear Fit Model of 
Cognitive Load and Medical Error

Pickering 2010



Prefrontal Regulation during Alert, 
Non-stress Conditions

Prefrontal Regulation during Alert, 
Non-stress Conditions



Amygdala  Hijack during 
Stress Conditions



Avoidance of PAIN as a driver of 
human behavior…



MIT Press 2016



Cognitive Engineering

Zenati et al. Semin Thorac Cardiovasc Surg 2019



The Need



Diagnostic and judgment errors are the
second most common cause of preventable harm 

incurred by surgical patients.

Surgeons report that lapses in judgment are the
most common cause of their major errors.

Healey et al 2002

Loftus et al. JAMA Surg 2019



Growth in medical facts affecting provider 
decision vs. human cognitive capacity



Human Agents Managing 
Increasingly Complex Work Systems



Support

• Support 
processing of 
large volumes 
of 
information 
facilitating 
effective 
decision-
making

On Top

• On top of 
EHR, mostly 
for 
prescribing 
and 
medication 
management

Concern

• Concern for 
variable 
clinical impact 
and alert 
fatigue 

Underlying

• Underlying 
knowledge 
engines need 
to be 
maintained as 
they can 
quickly 
become out 
of date





“Static”* CDSS 
üBlood Glucose Management
üBlood Transfusion Management
üPhysiologic Deterioration Prevention
üPressure Ulcer Prevention
üAKI Prevention
üVTE Prophylaxis

JAMIA 2018

*CDSS output does not change with use



Hosny et al. Nature Rev Cancer 2018



Challenges in Surgical Decision Making

üComplexity
üValues and Emotions
üTime Constraints and Uncertainty
üHeuristics and bias



The Solution







Rationale for Autonomous Vehicles (AV)

SAFETY





Artificial Intelligence agents (algorithms) 
controlling a XQ-58A Valkyrie uncrewed aircraft.

USAF July 2023

AI/ML-flown uncrewed aircraft solving a tactically relevant 
“challenge problem” during airborne operations

CCA: Collaborative Combat Aircraft

Manned Unmanned



Advances in both data capture in the
operating room and explainable artificial 
intelligence (XAI) techniques to process 

these data open the way for 

REAL-TIME CLINICAL DECISION SUPPORT
*AI (Adaptive)-CDSS*

that can help surgical teams anticipate, 
understand, and prevent intraoperative 

events.



WINDOW of OPPORTUNITY



Surgical “Hybrid Decision Support System”

AI models, fed with live-streaming data, would:
(a) obviate human surgical decision-making 

weaknesses and
(b) should be integrated with human intuition to 

augment surgical decision-making



OBGYN/Labor&Delivery Unit 
Resource Nurse solving an NP-hard problem

Gombolay et al. 2016

• Stochasticity of patient progression
• Upper and lower-bound temporal constraints



Gombolay et al. Int J Robotics Research 2018





Learning from Human Demonstrations 

Classic Learning Paradigm
• Domain experts & engineers work together
• Transfer domain knowledge, then design algorithm

Reinforcement Learning (RL)
• Domain experts and engineers design cost function
• Allow the AI/robot to learn by itself

Challenge: domain expertise is hard to verbalize. 

59Figure Credit: https://www.zdnet.com/article/yes-robots-have-taken-over-so-why-dont-we-care/, Haarnoja, T., Ha, S., Zhou, 
A., Tan, J., Tucker, G., & Levine, S. (2018). Learning to walk via deep reinforcement learning. arXiv preprint arXiv:1812.11103.

Challenge: cost function is HIGHLY non-trivial to design

Challenge: not enough engineers to code every use case. 

Challenge: RL’s learning from trial&error in healthcare??

https://www.zdnet.com/article/yes-robots-have-taken-over-so-why-dont-we-care/


Learning from Human Demonstrations 

Learning from Demonstration (LfD)
• Allow domain experts to directly program AI/robots 

through demonstrations
• Intuitive, scalable, and personalizable

Three forms for LfD

• Mimicry – Supervised Learning
• Emulation – Goal inference and planning

• Imitation learning – Inverse Reinforcement Learning

Solution: Domain knowledge is easier to demonstrate! 



Human demonstrations are not ideal! 

• Humans often adopt heuristics due to limited cognitive abilities (Herb Simon 1972)

• Variability: different heuristics lead to preferences over approaches to achieve the same goal

• Suboptimality: the definition of optimal in healthcare is vague + humans adopt heuristics

Variable, suboptimal demonstrations

61



Learning from Variable Demonstrations
• Ignore the variability -> learned model may not perform well, lose personalization

• Learn a policy for each demonstration separately -> a single demo conveys an ambiguous 
intention and learning from scratch is not efficient. 

Policy 𝜋

𝜋!𝜋"𝜋# 𝜋$

×Convergence

×Ambiguity ×Efficiency

×Personalization

62



Learning from Variable Demonstrations
• Multi-Strategy Reward Distillation (MSRD) 
• 𝑹𝟎: shared task reward
• 𝑹𝒊: specific strategy 𝒊’s reward

𝑅!

𝑅"

𝑅#𝑅$

𝑅%

63

L. Chen, R. Paleja, M. Ghuy, and M. Gombolay, 
“Joint goal and strategy inference across 

heterogeneous demonstrators via reward network 
distillation,” in Proceedings of International 

Conference on Human-Robot Interaction (HRI), 2020



AI Coach in OBGYN
Labor&Delivery

• Formulation of the “Resource Nurse Decision 
Making Problem”
• Role of the Resource Nurse
• Learning from Resource Nurse



Robotic Coordination of Patient Care in OBGYN

Courtesy of Julie Shah MIT



Nao: A humanoid robot

https://www.softbankrobotics.com/us/NAO
Created by Aldebaran Robotics in France (2008)

https://www.youtube.com/shorts/rRgPOx1aJdQ

Digital Human Avatars

https://www.youtube.com/shorts/rRgPOx1aJdQ


Project SOAR: Simulation of Operating Room Non-Technical Skills 
in Immersive Virtual Environments (AHRQ R18 Zenati/Ebnali 2023) 

OR/VR Team: 
Mix of Human Avatars + Digital Avatar Agent



Teamwork in the 
Cardiac Operating Room
Status Quo and Opportunities for AI



Enhancing Teamwork in the Cardiac OR

We envision an AI-enabled assistant (called AI Coach) that can provide automated real-time 
assessment of surgical teamwork to enhance teamwork and mitigate preventable errors.

• Observe team behavior using multi-modal sensors.

• Model teamwork using the recorded data.

• Assess teamwork using the team model and data.

• Generate interventions to improve teamwork.

Opportunities for Artificial Intelligence

References:

Seo, S., Kennedy-Metz, L. R., Zenati, M. A., Shah, J. A., Dias, R. D., & Unhelkar, V. V. (2021, May). 
Towards an AI coach to infer team mental model alignment in healthcare. 
In 2021 IEEE Conference on Cognitive and Computational Aspects of Situation Management (CogSIMA) (pp. 39-44).

Predict misalignment in team members’ mental 
models from sensed multi-modal data.



Generative Models
of Surgical Teamwork
Multi-Modal Team Imitation Learning



Research Problem 
Learning Generative Models of Surgical Team Behavior



Multi-Modal Measurements of Teamwork
Desiderata: Informative, Unintrusive, Privacy Preserving  

References:

1. Kennedy-Metz, L. R., Dias, R. D., Srey, R., Rance, G. C., Furlanello, C., & Zenati, M. A. (2020). 
Sensors for continuous monitoring of surgeon’s cognitive workload in the cardiac operating room. Sensors, 20(22), 6616.

2. Dias, R. D., Kennedy-Metz, L. R., Yule, S. J., Gombolay, M., & Zenati, M. A. (2022, June). 
Assessing Team Situational Awareness in the Operating Room via Computer Vision. 
In 2022 IEEE Conference on Cognitive and Computational Aspects of Situation Management (CogSIMA) (pp. 94-96). IEEE.



Representing Team Behavior
Model: Multi-agent Markov Decision Processes



Multi-Agent Imitation Learning
Prior Art: Learning Generative Models of Team Behavior



Solution: Bayesian Team Imitation Learning
Key Insights



Solution: Bayesian Team Imitation Learning
Key Components



Experimental Results

Results on human subject data collected in silico on a benchmark teaming task. More details available in:

1. Seo, S., Kennedy-Metz, L. R., Zenati, M. A., Shah, J. A., Dias, R. D., & Unhelkar, V. V. (2021, May).  Towards an AI coach to infer team mental model alignment in healthcare. 
In 2021 IEEE Conference on Cognitive and Computational Aspects of Situation Management (CogSIMA) (pp. 39-44). 

2. Seo, S., & Unhelkar, V. V. Semi-Supervised Imitation Learning of Team Policies from Suboptimal Demonstrations. In 2022 International Joint Conference on Artificial Intelligence (IJCAI). 



Towards Automated Team
Assessment and Training
On-going Research and Next Steps



AI Coach for the Cardiac OR
Towards Automated Assessment of Surgical Teamwork



Automated Team Assessments



Automated Team Interventions



Supported by NSF/NIH Smart Health and Biomedical Research in the Era of Artificial 
Intelligence and Advanced Data Science Program’s Award #2205454.
This work is a collaborative effort involving researchers from Harvard, Rice University, Brigham 
and Women’s Hospital, Massachusetts Institute of Technology.

Collaborative Multidisciplinary Science

Eduardo Salas



“Black Box” 
Predictions

Models which simply 
provide predictions without 
explanation, are difficult for 

physicians to trust and 
provide little insight into 

how they should respond.





Prescience: ensemble-based-model ML 



Need for Higher Standards in Artificial 
Intelligence-enabled Decision Support in Surgery
• AI models should incorporate explainability mechanisms to convey the relative importance of 

input features in determining outputs.
• A clinical implementation framework should be presented in developmental work and tested in 

subsequent work
• Model precision (e.g., area under the precision-recall curve, positive predictive value, or F1 score) 

should be reported.
• Confidence intervals should be reported for all performance metrics.
• Model performance across vulnerable populations (e.g., by race, sex, age, socioeconomic 

indicators) should be reported.
• Artificial intelligence-enabled decision support should include patient-centered outcomes.
• Small sample sizes (less than 1,000-2,000 per class) should be accompanied by model learning 

curves illustrating change in predictive performance as the sample size increases.
• Internal validation alone is inadequate unless the modeling approach or application is novel.

Loftus T et al. Annals of Surgery 2023



Measures for Evaluating Human-AI Teams



The Risks



Should Humans Team 
with AI?



Machines as Teammates 
(MaT)



“We shape our tools, 
and thereafter, our 
tools shape us”.

Marshall McLuhan







AI vulnerability to adversarial 
attacks





Risk of “Skill rot”



The Costs



Consumption CO2e (lbs) 
Air travel, 1 passenger, NY ↔SF 1,984 
Human life, avg, 1 year 11,023 
American life, avg, 1 year 36,156 
Car, avg incl. fuel, 1 lifetime 126,000 
Training one model (GPU) NLP pipeline (parsing, SRL) 39 w/ 
tuning & experimentation 78,468 
Transformer (big) 192 w/ neural architecture search 626,155



Conclusion



Roadmap for Developing Effective 
Machine Learning Systems in Healthcare

Wiens et al. Nat Med 2019



Interdisciplinary Teams of Stakeholders





“Humans in the Loop” for Everything

We may need 20 people to do the job that was previously done by 10…



AI is a strategic technology that offers many 
benefits for society as a whole 

provided that it is 

human-centric, ethical, sustainable and respects 
fundamental rights and values.



Thank you!

Marco_Zenati@hms.harvard.edu
@MarcoZenatiMD













DARPA/DOD’s MEDFAST Surgical Unit

1980s







“Million Dollar Needle Holder”

Jim Moser, Robotic Surgeon @BIDMC



From Tools to Teammates

T. Haidegger IEEE Transactions in Medical Robotics and Bionics 2019







The Automation Conundrum
The more automation is added to a 
system, and the more reliable and robust 
that automation is…

…the less likely that human operators 
overseeing the automation will be aware 
of critical information and …

…able to take over manual control when 
needed. 

Endsley 2017





Ethical Dilemmas of AI for Health Care
“AI Bioethics”
• How do algorithms arrive at a particular conclusion?

• Risk of exacerbation of human bias and discrimination

• Tension between profit and delivery of health in U.S.

• AI as a “Luxury item” (ie, does nothing to democratize expertise)

• Patients give up a lot of privacy

• How AI will interact with health insurance reimbursement? (eg, provider may not be allowed to use discretional power if insurance only reimburses 
what AI recommends)

• Excessive control of provider decision and workflows (eg, CDSS)
• Good to reduce errors, bad if only geared to increase profit or finessing evaluation metrics

• Can providers challenge algorithmic recommendations? (already an issue in non-healthcare contexts – higher standard)

• Current medical education system not preparing to practice in an AI-augmented environment (eg, need to be critical users and need to learn data 
science = Human-capital pipeline)

• Need expertise in “ML for Oncology” (vs ML and oncology)
• Black box algorithms, transparency, explainable AI (clinicians order MRI but don’t know exactly how an MRI scanner works, but someone does)

• We don’t know how many therapies work in medicine but we can demonstrate that it reliably produces the desired effect

• Important that AI works vs how it works



Projected physician shortfall into 2030



Comprehensive 
Network of 

Experts

Physicians and 
healthcare 

experts

Computer 
scientists

Medical image 
analysisMachine learning

Software 
engineering 

Natural language 
processing

Data privacy 
experts



We Need More Collaborative 
Science!
• Inside Medicine/Multidisciplinary
• Cardiology, anesthesia, vascular surgery, etc

• Outside Medicine/Interdisciplinary
• Computer science, robotics, mechanical engineering, human factors, 

computer modeling, simulation science, statistics, computer vision,  AI/ML, 
etc





Cognitive 
Automation

• Software bringing intelligence to 
information-intensive processes. 
• Commonly associated with Robotic Process 

Automation (RPA) as the conjunction 
between Artificial Intelligence (AI) and 
Cognitive Computing







“Spaghetti Syndrome”

Catchpole 2012



Maier-Hein L et al. (2017) Surgical Data Science: Enabling Next-Generation Surgery.



MRCAS Lab
• To quantify, predict, and support mental states of surgical team 

members through novel, multi-modal, and unobtrusive methods in 
the OR
• Measuring and assessing behaviors
• Physiological data capture
• Machine learning and computer vision approaches

• We envision a context-aware cognitive aid that can function to 
support OR personnel when cognitive demands become excessive



Measuring and 
assessing behaviors

Flin R et al. (2012) The Non-Technical Skills for Surgeons (NOTSS) System Handbook v1.2: Structuring observation, 
rating and feedback of surgeons’ behaviours in the operating theatre, Aberdeen University.



Physiological data capture



Machine learning and computer vision



Automated Assessment
of Intraoperative Performance



Prior to the error (labeled “Protamine”), isolated cognitive overload 
state can be observed (HRV LF/HF ratio of 37; normal is <2.5) for the 
anesthesiologist. Following the error, the cognitive workload of all 3 

team members rises synchronously.

Zenati M et al. (2019) First Reported Use of Team Cognitive Workload for Root Cause Analysis in Cardiac Surgery. Seminars in Thoracic and 
Cardiovascular Surgery



Periods of mirrored physiological levels across team members 
occur most commonly during highly technically demanding stages

Kennedy-Metz LR et al. (2020) Analysis of Mirrored Psychophysiological Change of Cardiac Surgery Team Members During Open Surgery. 
Journal of Surgical Education.



Consecutive peaks in physiological levels occur during 
deviations from standard care, most often reflecting 

teaching burden

Kennedy-Metz LR et al. (2021) Cognitive implications of high teaching burden in academic cardiac surgery. Abstract for podium presentation. 
Academic Surgical Conference



High team physiological levels are more strongly associated 
with cognitive distractions and low team physiological levels 

with auditory distractions

Kennedy-Metz LR et al. (2021) Prevalence of Surgical Flow Disruptions Across Intra-operative High- and Low-Workload Phases in Cardiac 
Surgery. Conference proceedings of the International Symposium on Human Factors and Ergonomics in Health Care.



Lowest noise levels and 
surgeon’s highest heart 
rate occur during 
anastomosis/aortotomy

Kennedy-Metz LR et al. (2022) Systematic assessment of perioperative indicators affecting team performance and noise levels in cardiac surgery. 
Abstract for poster presentation. American Association for Thoracic Surgery.



Merging non-technical skills 
assessment and computer 
vision approaches, recent work 
has demonstrated that teams 
with higher non-technical 
skills exhibited less motion 
entropy while separating the 
patient from bypass, suggesting 
greater coordination

Ebnali M et al. (2022) Using computer vision for automated assessment of non-technical skills during a critical phase of cardiac surgery. 
Abstract under review, 18th Annual Academic Surgical Congress.



Cardiac surgery process models



Cognitive workload levels vary according to 
provider role and surgical phase



Computer 
vision for 
motion tracking
A: Density of individual’s position 
over time

B: Team centrality over time







Next questions…

• Has the machine learned enough? Or should the intervention be allowed to 
continue learning (and improving)? 
• Is the supporting suite of implementation strategies (eg, hardware configuration 

and reliability, information display, or user education) optimized? Or are some 
elements redundant or missing?
• Is the information provided by the SaMD of homogeneous accuracy and utility? 

Or do some instructions “work” better than others? 
• What characteristics of the healthcare delivery environment (eg, clinician 

knowledge and attitudes, existing care patterns) influence the incremental 
benefit?
• What characteristics of the patient population influence the incremental benefit? 
• How do these features interact to influence the effect of the SaMD on the 

proximate (eg, intra operative hypotension) and more important distal (eg, post 
operative recovery) patient outcomes?











AI, Autonomous Operations, 
and Human-Machine Teaming 

continue to evolve at an 
unprecedented pace





One-dimensional thinking on automation



Two-dimensional AI





Explanations of autonomous teammates 
acting counter to human expectations

• A viable means to remedying and resolving misunderstanding or 
expectation violations produced by autonomous agents


