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Abstract—The centrality of the decision maker (DM) is widely recognized in the Multiple Criteria Decision Making community. This translates into emphasis on seamless human-computer interaction, and adaptation of the solution technique to the knowledge which is progressively acquired from the DM.

This paper adopts the methodology of Reactive Search Optimization (RSO) for evolutionary interactive multi-objective optimization. RSO follows to the paradigm of “learning while optimizing”, through the use of online machine learning techniques as an integral part of a self-tuning optimization scheme.

User judgments of couples of solutions are used to build robust incremental models of the user utility function, with the objective to reduce the cognitive burden required from the DM to identify a satisficing solution. The technique of support vector ranking is used together with a $k$-fold cross-validation procedure to select the best kernel for the problem at hand, during the utility function training procedure. Experimental results are presented for a series of benchmark problems.

I. INTRODUCTION

ANY evolutionary algorithms have been developed in the last years, starting at least from the eighties [1], to solve multiobjective optimization problem (MOOPs). A MOOP can be stated as:

$$\begin{align*}
\text{maximize} & \quad f(x) = \{f_1(x), \ldots, f_m(x)\} \\
\text{subject to} & \quad x \in \Omega
\end{align*}$$

where $x \in \mathbb{R}^n$ is a vector of $n$ decision variables; $\Omega \subseteq \mathbb{R}^n$ is the feasible region and is typically specified as a set of constraints on the decision variables; $f : \Omega \to \mathbb{R}^m$ is made of $m$ objective functions which need to be jointly maximized. Objective vectors are images of decision vectors and can be written as $z = f(x) = \{f_1(x), \ldots, f_m(x)\}$. Problem 1 is ill-posed whenever objective functions are conflicting, a situation which typically occurs in real-world applications. In these cases, an objective vector is considered optimal if none of its components can be improved without worsening at least one of the others. An objective vector $z$ is said to dominate $z'$, denoted as $z \succ z'$, if $z_k \geq z'_k$ for all $k$ and there exists at least one $h$ such that $z_h > z'_h$. A point $\hat{x}$ is Pareto optimal if there is no other $x \in \Omega$ such that $f(x)$ dominates $f(\hat{x})$. The set of Pareto optimal points is called Pareto set (PS). The corresponding set of Pareto optimal objective vectors is called Pareto front (PF).

Evolutionary algorithms (EAs) work with a population of tentative solutions and they are therefore ideally suited to search for a set of Pareto-optimal solutions to be presented to the decision maker (DM). In this paradigm, evolutionary multiobjective optimization algorithms (EMOAs) aim at building a representative set of points near the Pareto front.

Some of the most successful EMOAs [2], [3], [4] rely on Pareto dominance classification as a fitness measure to guide the selection of the new population. To adequately cover the PF, two important criteria are the proximity of the points to the PF and the diversity and spread of solutions, aiming at a uniform distribution on the PF. The work in [5] highlights a tradeoff between proximity and diversity that cannot be solved a priori without considering the specific demands of the decision maker. Furthermore, the definition of “uniform distribution” hides the fact that uniformity depends on the metric, on the scaling of objective values, in other words on the user preferences which cannot be fixed a priori [6].

The work [7] indicates that resorting to Pareto dominance classification to assign fitness becomes ineffective for an increasing number of objectives and proposes a refined preference ordering based on the notion of order of efficiency [8]. The reason is that the proportion of Pareto-optimal elements in a set grows very rapidly with the dimension $m$, so that most solutions become in practice indistinguishable unless other criteria are added.

When the interaction with a human user is considered, the assumption that a typical DM likes the idea of being presented with hundreds or thousands of representative solutions on a multi-dimensional Pareto front is very far from reality. Although creating this representative set is appealing from a mathematical and research-oriented point of view, the reality of applied decision making must consider the following crucial issues:

- Bounded rationality and information bottleneck. The typical DM (being a typical human person) cannot deal with more than a very limited number of information items at a time. After Simon’s seminal papers in the fifties, aspects of bounded rationality permeate theories of choice, see for example the review in [9]. Human beings develop satisficing decision procedures, which are sensible given their constraints regarding human memory and information processing capabilities.
- Learning on the job. Most DMs cannot or do not like to explicitly formulate their objectives at the beginning. This is already recognized in the MOO formulation, where
Formalizing user preferences into a mathematical model is not executed: knowledge elicitation stops at the building blocks given by the individual $z_k$'s. Interactive MOO can be used to iteratively build an approximation of the DM's utility function after specifying a suitable form, for example a linearly weighted combination of the objectives. In interactive MOO, learning by the DM happens in coordination with a computer-supported solution processes. According to [10], through interactive MOO the DM is building a conviction of what is possible and confronting this knowledge with her preferences, that also evolve.

- Simple questions, qualitative judgments. The number of questions that have to be asked to the DM before a satisfactory solution is identified is a crucial performance indicator of interactive methods. This demands for selecting appropriate questions, for extracting as much information as possible from the answers, for building approximated models which may reduce the need to bother the DM. The complexity of the questions is also an issue. All DMs can be assumed to produce qualitative judgments, like “I prefer solution A to solution B.” Asking for quantitative evaluations of the kind “By how much do you prefer A over B?” is in some cases inappropriate, artificial, or even impossible. Asking for explanations of choices is even more difficult: most DM are typically more confident in judging and comparing than in explaining.

- Uncertainty and inconsistency. The assumption that a fixed, deterministic and error-free preference structure of the DM is available is often not realistic. Imprecisions, contradictions, changes of judgment over time are the characteristics of most human decision processes.

The above issues demand a shift of paradigm, from building a set of solutions which is representative of the true PF, to the interactive construction of a sequence of solutions where the DM is a crucial learning component in the optimization loop, a component characterized by limited rationality and scarce question-answering capabilities.

The objective of our long-term investigation is the systematic use of machine learning techniques for online learning schemes in optimization processes. In particular, the objective of Reactive Search Optimization (RSO) [11] is to design problem-solving schemes with an internal online feedback loop for the self-tuning of critical parameters. Internal parameters and algorithmic choices are adapted to the particular instance being solved. Our approach is somehow related to the Brain Computer Interfaces (BCI), proposed for example in [12], based on direct connection with brain signals like EEG. However, we assume here that the “whole brain” is in the loop with both sub-symbolic and symbolic reasoning capabilities.

In the context considered in this work, the objective of the learning process is the approximated construction of a utility function $U$ to be optimized by the DM, who is also the source of learning signals. As in the traditional MOO context, the function to be optimized is not completely unknown like in a black-box context (see for example the response surface methodology and the related kriging and design of experiments approaches [13]), but is to be modeled after starting from the building blocks $z_k$ characterizing positive features of a generic solution. Preference models are built from the DM input by using the support vector ranking method. The functional form of the preference function is not fixed a priori, like it is in the weighted sum or Tchebycheff approaches (see for example [14] for a clear explanation of scalarization methods) but it is itself learnt during the process in a reactive fashion.

The rest of the work is organized as follows. The problem of modeling user preferences for interactive MOO and our proposed machine learning approach are discussed in Section II. The support vector ranking method for learning user preferences is presented in Section III. The overall algorithm is detailed in Section IV and the related works are discussed in Section V. An extensive experimental evaluation is reported in Section VI. Finally, possible directions for future research are highlighted in Section VII and conclusions are drawn in Section VIII.
(positive) weights encode the relative importance of different objectives:

\[ U(z) = \sum_{k=1}^{m} w_k z_k \]

However, its appropriateness is rather questionable [17]. Indeed, whenever objective functions correlate with each other, the most intuitive approach of giving the highest weight to the most important criterion can lead to completely unsatisfactory solutions [18], [19]. Furthermore, assuming that satisfaction increases linearly when objective function values increase is not straightforward. Relying on the concept of decreasing limiting performance from mathematical economics, Poddinovskii [20] argues that improvements on poorly satisfied objectives should be considered more relevant than equally sized improvements on better satisfied ones. Most approaches generalize the linear utility function to a weighted-\(L_p\) metric of the following form:

\[ U(z) = \left( \sum_{k=1}^{m} (w_k |z_k^* - z_k|)^p \right)^{1/p} \]

where \(z^*\) is a reference ideal objective vector obtained by separately maximizing each objective function subject to the feasible region, i.e., \(z_k^* = \max_{x \in \Omega} f_k(x)\). Let’s note that the weights in equation (3) are raised to the power \(p\) as well, so that it will transform into equation (4) below. A popular choice in this setting is that of the Tchebycheff (or \(L_\infty\)) metric, leading to the following augmented weighted Tchebycheff program (AWTP):

\[
\begin{align*}
\min_{\alpha, \omega} & \quad \alpha + \rho \sum_{k=1}^{m} (z_k^* - z_k)^p \\
\text{subject to:} & \quad w_k (z_k^* - z_k) \leq \alpha \\
& \quad w \in \mathbb{R}^m, w_k \geq 0, \sum_{k=1}^{m} w_k = 1 \\
& \quad f_k(x) = z_k, x \in \Omega \\
& \quad k = 1, \ldots, m 
\end{align*}
\]

where \(z^*\) is the utopian objective vector obtained adding a small positive scalar to the ideal vector \(z^*\). Let’s comment: if \(\rho\) is set to zero, minimizing \(\alpha\) amounts to minimizing the maximum weighted distance \(w_k (z_k^* - z_k)\) between each individual objective and the utopian target. The augmentation by the term \(\rho \sum_{k=1}^{m} (z_k^* - z_k)^p\), with \(\rho\) being a small positive scalar, generates properly Pareto-optimal solutions, a more robust subset of Pareto points (a finite improvement in one objective is possible only at the expense of a reasonable worsening in other objectives).

The interactive weighted Tchebycheff procedure (IWTP) [21] consists of solving multiple AWTP, one for each choice of weight vectors \(w\), in order to present the DM with a small set of well-spaced, representative sample solutions. The DM is asked to select the most preferred one among the proposed solutions, a new set of weights is produced which is consistent with the DM choice. Then a new set of solutions is generated and the procedure is repeated until the DM is satisfied with the results. A more recent paper using a Tchebycheff utility function [22] focuses on minimizing the number of questions asked to the DM. Pairwise comparisons of solutions are used to generate constraints on the Tchebycheff weights and to identify multiple disjoint regions in weight space. Representative weights from the different regions are then generated to search for new challenger solutions to present to the DM.

Given the critique for linear weighting schemes, related also to the nonlinear preference of "compromise" solutions which is characteristic of many human decision activities, we explicitly consider nonlinear dependencies in this work. For instance, a generic polynomial utility function such as:

\[
U(z) = \sum_{i=1}^{m} w_i z_i + \sum_{i=1}^{m} \sum_{j \geq i} w_{ij} z_i z_j \\
+ \sum_{i=1}^{m} \sum_{j \geq i+1} \sum_{h \geq j} w_{ijk} z_i z_j z_h + \cdots \\
+ \sum_{i=1}^{m} \sum_{k \geq m-1} w_{1 \cdots km} z_i \cdots z_k z_m
\]

would account for strong non-linear relations between objectives. However, we do not specify a priori a certain form for the utility function, but rather employ a Reactive Search Optimization scheme to determine the appropriate model to be used while the algorithm runs on a specific instance. The selection of a linear versus nonlinear model as well as the type of nonlinear model is decided in an automated way, depending on the user interaction and on the preference for simple models explaining the data which is the bread and butter of modern machine learning techniques. Our solution aims at:

1) being able to learn an arbitrary utility function from examples of preference information interactively provided by the DM

2) requiring DM intervention only through holistic judgments (comparisons of complete solutions instead of specification of detailed parameters like weights of trade-offs), by ranking sets of competing instances or specifying pairwise preferences between candidate solutions

3) naturally accounting for incomplete, imprecise and contradictory feedback from the DM

4) directly employing the learned utility function in order to guide the search for refined solutions

We rely on an adaptation of the well-known support vector machines [23] classification algorithm to preference learning in order to learn the utility function from user preference information. An EMO algorithm alternates a search phase, guided by a fitness measure based on the learned utility function, and a refinement phase where the DM is queried for feedback on candidate solutions and the utility function is updated according to such feedback.
III. LEARNING TO RANK

Given a sequence of competing instances \((z_1, \ldots, z_\ell) \in \mathcal{Z}^\ell\) and an order relation \(\succ\) such that \(z_i \succ z_j\) if \(z_i\) should be preferred to \(z_j\), a ranking \((y_1, \ldots, y_\ell)\) of the \(\ell\) instances can be specified as a permutation of the first \(\ell\) natural numbers such that \(y_i < y_j\) if \(z_i \succ z_j\). Learning to rank consists of learning a ranking function \(f\) from a dataset \(D = \{(z_1^{(i)}, \ldots, z_\ell^{(i)}), (y_1^{(i)}, \ldots, y_\ell^{(i)})\}_{i=1}^s\) of \(s\) sequences with their desired rankings. Different approaches have been proposed in the literature to deal with ranking tasks, see [24] for a review.

A common approach consists of learning a utility function \(U : \mathcal{Z} \to \mathbb{R}\) measuring the importance of the instance, with the aim that \(U(z_i) > U(z_j) \iff z_i \succ z_j\). In the following we focus on an effective solution for learning a utility function based on suitable adaptations of the support vector machine algorithm [25], [26], [27]. The solution naturally accounts for situations in which only partial information on pairwise ordering is available for training. We start with a brief discussion on support vector machines for classification [23] and extend the formulation to handle ranking tasks.

A. Support vector classification

Let \(D = \{(z_i, y_i)\}_{i=1}^s\) be a training set of \(s\) binary labelled examples, \(y_i = 1\) or \(y_i = -1\). Standard Support Vector Machines [23] for classification learn a decision function \(h(z) = \text{sign}(\langle w, z \rangle + b)\) trading-off fitting of the training data with large margin separation of classes, by solving the following optimization problem:

\[
\begin{align*}
\min_{w \in \mathcal{Z}, b \in \mathbb{R}, \xi \in \mathbb{R}^s} & \quad \frac{1}{2}||w||^2 + C \sum_{i=1}^s \xi_i \\
\text{subject to:} & \quad y_i(\langle w, z_i \rangle + b) \geq 1 - \xi_i \\
& \quad \xi_i \geq 0 \\
& \quad i = 1, \ldots, s
\end{align*}
\]

The first term in the minimization encourages a large margin separation, with margin given by \(2/||w||\), while the second term contains penalties \(\xi_i\) for examples \(i\) not separated with the required margin (see Figure 1 for an example). The tradeoff factor \(C\) has to be adapted to the data, for example a noisy measurement process for \(z\) implies that margin errors \(\xi_i\) be given a smaller weight (a smaller \(C\) value).

Whenever non-linear separation surfaces are needed in order to obtain a satisfactory separation, examples are projected onto a suitable higher dimensional feature space via a mapping function \(\Phi\) (see Figure 2) and the same optimization problem is solved, simply replacing \(z\) with \(\Phi(z_i)\). In the dual formulation of the optimization problem, projected examples always occur within dot products \(\langle \Phi(z_i), \Phi(z_j) \rangle\). These can be replaced by an equivalent kernel function \(K(z_i, z_j) = \langle \Phi(z_i), \Phi(z_j) \rangle\) on input examples which efficiently computes the dot product without explicitly doing the projection, which can even be infinite dimensional. The resulting decision function can be represented as a linear combination of kernel functions on support vectors: \(h(z) = \text{sign} \sum_{z_i \in \mathcal{SV}} \alpha_i y_i K(z_i, z)\). Kernel functions can be seen as similarity measures generalizing dot products to arbitrary domains and allowing to decouple learning algorithms from example representation. The above decision function can be rationalized as follows: the final decision is obtained from a linearly weighted combination of the outputs \(y_i\) for selected training examples, the weights being influenced by the similarity between the current example \(z\) and the training example \(z_i\). In this sense the use of kernels is related to case-based or instance-based learning. Universal kernels [28] are powerful classes of kernel functions which can uniformly approximate any arbitrary continuous target function. A popular class of universal kernels is the Gaussian kernel:

\[
K(z, z') = \exp(-\gamma ||z - z'||^2)
\]

where \(\gamma\) is a positive constant. Kernel functions for structured data such as string, trees and graphs have been developed in the literature. In some cases the “kernel trick” transforms the computational complexity in a radical way, from practically unaffordable scalar products to efficient computations. Details on kernel machines can be found in several textbooks, e.g., see [29].

B. Support vector ranking

The SVM formulation can be easily adapted to learning the utility function for ranking: \(U(z) = \langle w, \Phi(z) \rangle\). The constant term \(b\) can be omitted because only differences of \(U\) values matter for the ranking. Given a ranking dataset \(D = \{(z_1^{(i)}, \ldots, z_\ell^{(i)}), (y_1^{(i)}, \ldots, y_\ell^{(i)})\}_{i=1}^s\), it suffices to impose constraints on the correct pairwise ordering of instances within a sequence: \(U(z_h^{(i)}) > U(z_k^{(i)}) \iff y_h^{(i)} < y_k^{(i)}\). The resulting minimization problem can be written as:
functions on example pairs:

$$
\Phi(z_{hi}) - \Phi(z_{ki}) = 0
$$

Note that the formulation allows to naturally account for ties and partial rankings, as constraints are only included whenever two examples should be ranked differently.

The problem is equivalent to the standard SVM formulation in (6) if we consider examples as pairs $$\delta \Phi(z_{hi}) = \Phi(z_{hi}) - \Phi(z_{ki})$$, all pairs labels as positive and no bias term as it cancels out in the difference. In the dual formulation, the utility function thus becomes a linear combination of kernel functions on example pairs:

$$
U(z) = \sum_{(z^{(i)}_{hi}, z^{(i)}_{ki}) \in SV} \alpha_{i,h_i,k_i} (K(z_{hi}, z) - K(z_{ki}, z))
$$

By noting that each example $$z^{(i)}_{hi}$$ can appear multiple times in the summation, depending on the number of constraints it is involved in, we can rewrite the utility function more compactly as a linear combination of kernel functions on examples:

$$
U(z) = \sum_{z^{(i)}_{j} \in SV^*} \alpha_{i,j} K(z^{(i)}_{j}, z)
$$

where:

$$
\alpha_{i,j} = \sum_{(z^{(i)}_{hi}, z^{(i)}_{ki}) \in SV} \alpha_{i,h_i,k_i} - \sum_{(z^{(i)}_{hi}, z^{(i)}_{ki}) \in SV} \alpha_{i,h_i,k_i}
$$

IV. THE BC-EMO ALGORITHM

Support vector ranking has a number of desirable properties making it a suitable candidate for learning user preferences. First, it accepts supervision in terms of pairwise preferences, a much more affordable request for a human decision maker than a quantitative quality score. Second, it is well grounded on learning theory: its trading off data fitting and complexity of the learned hypothesis allows to effectively deal with noisy observations, a situation which is quite likely to occur when receiving feedback from a human user with only partial knowledge on the domain at hand. Third, the ability to implicitly project data onto a higher dimensional feature space via the kernel trick provides the needed flexibility in order to best approximate the underlying preference model of the specific user. The polynomial value function in eq. (5), for instance, can be easily implemented by an $$m$$-th degree inhomogeneous polynomial kernel: $$K(z, z') = (1 + (z, z')^m)$$.

The problem boils down to learning the utility function from examples of user preferences, and employing the learned function to guide the search for the globally optimal solution. The most natural approach would be to turn the MOO problem into a single objective optimization problem by directly optimizing the learned utility function. However, this requires the learned function to retain Pareto optimality, which is guaranteed if the function has non-negative weights. This non-negativity constraint cannot be easily incorporated into the general SVM formulation while retaining the advantages of the kernel
A simple and effective alternative can be conceived when the preference function is employed in conjunction with evolutionary optimization algorithms. EMOAs [2], [3] typically rely on Pareto dominance classification as a fitness measure to guide the selection of the new population. Previous works [7] already highlighted that this choice can be rather suboptimal for increasing number of objectives and proposed a refined preference ordering based on the notion of order of efficiency [8]. Here we exploit the same idea by replacing order of efficiency with value of the learned utility function.

An unordered population combining parents and offsprings of the current generation is sorted in steps by:

1) collecting the subset of non-dominated individuals in the population
2) sorting them according to the learned utility function
3) appending to the sorted set the result of repeating the procedure on the remaining dominated individuals.

Algorithm 1 describes this ranking procedure which clearly retains Pareto optimality. The procedure is terminated as soon as the desired set of $s$ individuals is obtained. Any EMOA can be equipped with such a preference ranking procedure in order to guide the selection of the next population. Note that the combined ranking according to dominance and utility function preference is employed whenever comparisons between candidate individuals have to be made in creating the next generation. Algorithm 2 describes the procedure of a generic training iteration, which combines training or refinement of the utility function and preference ranking according to the learned function. Training consists of:

1) selecting a set of $\text{exa}$ training individuals as the best ones according to the current criterion, where the utility function is replaced by random selection (within non-dominated individuals) at the first training iteration;
2) collecting pairwise preferences for these individuals from the decision maker and adding them to the set of training instances (empty at the first training iteration);
3) performing a kernel selection phase by a k-fold cross validation procedure in order to choose the best kernel for the problem at hand;
4) training the utility function on the overall set of examples with the chosen kernel.

The learned utility function is then used to sort the remaining set of candidate individuals.

The overall procedure, which we name BC-EMO as an acronym for Brain-Computer Evolutionary Multi-Objective Optimization, is described in Algorithm 3 for a generic EMO algorithm. The algorithm parameters are: the number of allowed training iterations ($\text{maxit}$), the number of training individuals for iteration ($\text{exa}$), the number of generations before the first training iteration ($\text{gen}_1$) and between two successive training iterations ($\text{gen}_i$), a minimal performance requirement for prematurely stopping the training phase ($\text{thres}$), the size of population for the EMO algorithm ($s$). Additional parameters can be required depending on the specific EMO algorithm employed, see the experimental section. The algorithm alternates a training phase where the current utility function is updated according to the DM feedback, and a search phase guided by the preference ordering procedure. When either the maximum number of training iterations or the desired accuracy level are reached, an additional search phase is conducted producing the final ordered population.

Figure 3 shows an illustrative example of BC-EMO application to a simple multiobjective 0/1 knapsack problem [30]. The setting consists of a set of items each one having a certain weight and profit value, and a set of knapsacks with limited

---

**Algorithm 1** Preference ordering based on utility function

1: procedure $\text{PREFORDER}(P_i, U_i, s)$

**Input:**
- $P_i$ unsorted population
- $U_i$ utility function
- $s$ size of output population

**Output:**
- $P_o$ ordered population

2: identify Pareto non-dominated individuals $P_i^*$ in $P_i$
3: build $P_o$ ordering individuals in $P_i^*$ according to $U$
4: if $\text{len}(P_o) \geq s$ then
5: return first $s$ elements of $P_o$
6: else
7: collect Pareto dominated individuals $P_i^d \leftarrow P_i \setminus P_i^*$
8: if $P_i^d \neq \emptyset$ then
9: $P_o^d \leftarrow \text{PREFORDER}(P_i^d, U, s - \text{len}(P_o))$
10: concatenate the two lists $P_o \leftarrow P_o + P_o^d$
11: end if
12: return $P_o$
13: end if
14: end procedure

**Algorithm 2** Training procedure at a generic EMO iteration

1: procedure $\text{TRAIN}(P_i, U_i, s, \text{exa})$

**Input:**
- $P_i$ unsorted population
- $U_i$ current version of the utility function
- $s$ size of output population
- $\text{exa}$ number of training individuals for iteration

**Output:**
- $P_o$ ordered population
- $U_o$ refined version of the utility function
- $\text{res}_o$ estimated performance of refined utility function

2: $P_{tr} \leftarrow \text{PREFORDER}(P_i, U_i, \text{exa})$
3: obtain pairwise preferences for $P_{tr}$ from the DM
4: sort $P_{tr}$ according to user preferences
5: add $P_{tr}$ to the current list of training instances
6: Choose best kernel $K$ by k-fold cross validation
7: $U_o \leftarrow$ function trained on full training set with $K$
8: $\text{res}_o \leftarrow$ k-fold cv estimate of function performance
9: $P_o^* \leftarrow \text{PREFORDER}(P_i \setminus P_{tr}, U_o, s - \text{len}(P_{tr}))$
10: $P_o \leftarrow P_{tr} + P_o^*$
11: return $P_o, U_o, \text{res}_o$
12: end procedure
Fig. 3. Example of BC-EMO application of multiobjective 0/1 knapsack problem with five items and two knapsacks, assuming a linear utility function $U(z)$. Items profits are: $[0.81, 0.51, 0.07, 0.75, 0.71]$.

Our BC-EMO algorithm is a generic formulation which can be implemented on top of any EMO algorithm. In this work we employed the NSGA-II [31] EMOA\(^1\). NSGA-II runs in its original formulation, including the crowded-comparison operator for guaranteeing a sufficiently diversified population, for $g_{en1}$ generations. Our preference model is then trained according to the DM feedback and the modified preference ordering procedure in Algorithm 1 replaces both the ordering of the new population and the selection criterion of the binary tournament selection operator. The crowding distance mechanism is switched off at this point as we are interested in directing the generation of new individuals in the most interesting regions according to the DM preferences. The preference learning module is based on the support vector machine package SVMlight\(^2\).

Computational complexity of SVM [32] is between $O(N_{SV}^2)$ and $O(N_{SV}^3)$ depending on the value of the regularization parameter $C$, where $N_{SV}$ is the number of support vectors. In the worst case, $N_{SV}$ is quadratic in the number of instances for support vector ranking, as examples are pairs of instances. However, as supervision is provided interactively by the DM, the number of instances must be extremely limited, making support vector ranking learning negligible with respect

---

\(^1\)available at http://www.iitk.ac.in/kangal/codes.shtml

\(^2\)available at http://svmlight.joachims.org/
Concerning the choice of algorithm parameters, _maxit_, _exa_ and _thres_ can be selected by the DM depending on the effort she is willing to put in providing feedback as well as depending on the desired solution quality. The number of training iterations does not need to be fixed at the beginning: the DM can choose whether to require a further training iteration by comparing the ranking provided by the algorithm with her own preferences. As a general guideline, a larger number of instances on the first training iteration tends to improve quality more than multiple training iterations. However, in a real-world setting an adaptation of the preference of the DM herself should be also accounted for, as will be discussed in Section VII, and more complex active learning strategies can be pursued [33]. The number of generations before the first training iteration (_gen1_) should allow a reasonable coverage of the Pareto front in order not to miss portions possibly containing the DM preferred solutions; it should thus be of the same order of the number of generations for a plain MOO run on the same problem. The number of generations between two training iterations (_gen2_) should be small enough to avoid a premature focus on a suboptimal search area, but sufficient to collect a different set of solutions: it could actually be automatically set by measuring the difference w.r.t the previous training set. Parameters of the EMO algorithm depend on the specific implementation employed: we used default values for all parameters of NSGA-II. Finally, critical SVM parameters should be adapted to the problem at hand: the choice of the kernel for non-linear utility functions is already automated by an internal cross validation strategy. The same strategy can be employed to choose the regularization parameter _C_, possibly including a decaying behaviour to progressively forget past feedback (see Section VII). A full optimization of all algorithm parameters is beyond the scope of this paper, but automated approaches for critical parameter tuning of generic algorithms were shown to be extremely effective [34] in practice.

### V. RELATED WORK

Interactive multiobjective optimization has been an active research area in the last decades. In the field of EMO [4], a survey of preference-handling methods is presented in [35], and a recent survey of interactive EMO algorithms is given in [36]. The objective of this section is not to give an exhaustive review of the different papers but to compare our approach with some significant and related approaches dealing with modeling user preferences and interacting with the DM.

Artificial neural networks have been used in a number of works [37], [38], [39] to learn user preferences in an interactive fashion. In the interactive FFANN procedure [37], a feed-forward artificial neural network is trained to approximate the user utility function using a sample of user evaluated non-dominated solutions, and employed as the objective function of a non-linear optimization problem. However, there is no guarantee that the improved solutions found by the non-linear optimization problem are non-dominated. FFANN were later [38] used within an IWTP to replace the diversity selection criterion with a user preference criterion as predicted by the FFANN. While the resulting procedure is guaranteed to always produce non-dominated solutions, the role of FFANN is limited to halving the set of solutions to be presented to the user at each iteration, and they cannot directly guide the search procedure. Huang et al [39] developed an alternative approach where a FFANN is directly employed to produce refined weight vectors for the next AWTP. The network is trained by using as inputs weight vectors and as outputs the utility of the solution obtained by the AWTP with the corresponding weight vector. An optimization problem is then solved in order to determine the set of weights maximizing the output of the trained network, and the obtained weights are used in the next iteration of the IWTP.

While retaining the guarantee to produce non-dominated solutions, our approach has two main advantages. First, the IWTP based methods assume to be able to constraint the search to the correct subspace by relying on a linear set of weights, one for each objective. Our approach directly employs the learned utility function to guide the search and can be applied to highly non-linear combinations of objectives such as those in eq. (5). By automatically tuning the kernel to the problem at hand one can effectively approximate utility functions of varying complexity. Second, our method can be trained with pairwise preference supervision instead of quantitative

---

**Algorithm 3 The BC-EMO algorithm**

1: **procedure** BC-EMO(_maxit, _exa, _gen1, _gen2, _thres, _s_)  

   **Input:**  
   _maxit_ maximum number of allowed training iterations  
   _exa_ number of training individuals for iteration  
   _gen1_ generations before first training iteration  
   _gen2_ generations between two training iterations  
   _thres_ performance requirement to stop training  
   _s_ size of population  

   **Output:**  
   _P_ final ordered population  

2:   _res_ ← 0, _it_ ← 0, _U_ ← _RAND_  
3:   run the plain EMO for _gen1_ generations  
4:   collect last population _P_  
5:   **while** _it_ ≤ _maxit_ ∧ _res_ < _thres_ **do**  
6:      _P_, _U_, _res_ ← _TRAIN(_P_, _U_, _s_, _exa_)  
7:      run the EMO for _gen2_ generations  
8:      guided by _PREFORDER_ with _U_  
9:      collect last population _P_  
10:   **end while**  
11:   run the EMO for remaining number of generations  
12:   guided by _PREFORDER_ with _U_  
13:   **return** the final population _P_  
14: **end procedure**
scores. As previous approaches pointed out [37], [38], pairwise preferences can be converted into scores following the method of the Analytical Hierarchical Process (AHP) [40]: a reciprocal comparison matrix is constructed from the pairwise comparisons and the normalized principal eigenvector of the matrix is computed. Each component of the normalized eigenvector, which is also named priority vector in this context, can be viewed as the score of the corresponding solution and used as the desired target. However, while the procedure perfectly fits the need to order a set of instances according to their pairwise comparisons, a function trained to fit such scores on a certain training set is not guaranteed to correctly generalize to unseen instances. The function is required to match scores which depend on the training set generating the matrix, while the ranking constraints in problem (8) simply require the learned function to correctly sort the examples.

A number of approaches exist combining interactive EMO with pairwise preference information from the DM. Quan et al [41] developed an approach based on the notion of imprecise value function [42]. Pairwise preferences are translated into a set of constraints on the weights of a linear combination of normalized objectives, which determines a constrained subspace \( W \). Two arbitrary solutions can be compared by solving two linear programming problems, minimizing \( \sum_k w_k (v_k(z_k) - v_k(z_i^t)) \) and its inverse, where \( v_k() \) is a normalization function. If either of the two problems has a positive minimum, preference between the two solutions can be uniquely determined, and in turn used to assign fitness to the individuals. Figueira et al. [43] also developed methods relying on the set of all additive utility functions consistent with user preferences:

\[
U(z) = \sum_{k=1}^{m} u_k(z_k)
\]

where single-objective functions \( u_k() \) are general non-decreasing functions. These utility functions are not used to guide the search of the evolutionary algorithm, rather to recover desired solutions from the whole Pareto front returned by the search. Necessary (resp. possible) pairwise rankings are produced for pairs of solutions \( z \) and \( z' \) such that \( U(z) \geq U(z') \) for all (resp. at least one of) the utility functions consistent with user preferences. These rankings are employed to generate a new sample of reference solutions together to their user preferences by interacting with the DM, and the process is repeated until the DM is satisfied with the obtained solutions. The method also accounts for intensity of preference, both global and at the level of single objectives. Phelps and Köksalan [44] employ the weighted \( L_p \) utility function in eq. (3) trained from pairwise preferences according to the middlemost weights technique [45]:

\[
\max \epsilon \quad \text{subject to:} \\
\sum_{k=1}^{m} w_k = 1, \ w_k \geq \epsilon, \ \forall k = 1, \ldots, m
\]

\[
\sum_{k=1}^{m} w_k (z_{i,k}^* - z_{i,k})^t \leq \sum_{k=1}^{m} w_k (z_{j,k}^* - z_{j,k})^t - \epsilon \\
\forall z_i \succ z_j
\]

where \( \epsilon \) is a preference margin and \( z_{i,k} \) indicates the \( k^{th} \) component of objective vector \( z_i \). Constraints are iteratively removed in chronological order in case of infeasibility. The method shares a number of similarities with our approach: the use of pairwise similarities as constraints in learning the utility function, the maximization of a preference margin and the use of the learned utility function as a fitness measure for the evolutionary algorithm. All these methods have the advantage of directly learning a function which retains Pareto optimality, with the drawback of constraining in different ways the set of allowed utility functions. On the other hand, our method aims at exploiting the ability of kernel machines to learn arbitrary functions, together with their noise robustness implied by the trade-off between data fitting and complexity of the learned hypothesis, which naturally accounts for imprecise and contradictory user preferences. These features closely correspond to real-world situations characterized by strongly non-linear and DM-dependent utility functions, and by the complex evolution of a decision process with possible imprecisions and even partial contradictions.

VI. EXPERIMENTAL EVALUATION

The experimental evaluation aims at demonstrating the effectiveness of the BC-EMO algorithm in approximating user preferences and correctly guiding the search towards the most preferred solution. Given this focus, we did not attempt to fine-tune non-critical parameters which were fixed to reasonable values for all experiments. We chose a population size of 100, 500 generations, probability of crossover equal to 1 and probability of mutation equal to the inverse of the number of decision variables. The number of initial generations (\( gen_1 \)) was set to 200, while the number of generations between two training iterations (\( gen_t \)) was set to 20. A perfect fit (\( thres = 1 \)) was required in order to prematurely stop training. The number of training iterations and examples per iteration were varied in the experiments as detailed later on in the section. Concerning the learning algorithm, we fixed the \( C \) regularization parameter in eq. (8) to 100. A preliminary analysis showed it to be a reasonable value considering the cost of the resulting optimization problem and an assumption of no noise in the DM evaluation. In general, this parameter can be tuned to the problem at hand as it depends on the kernel employed, the amount of noise and the number of available training instances.

We evaluated our approach on both discrete combinatorial and continuous problems. Each problem class challenges different aspects of MOO and can be scaled to any number of decision variables and objectives. Table I describes the test problem classes we employed. For combinatorial optimization we focused on multiobjective 0/1 knapsacks problems [30]. We considered problems with 100 items and a number of knapsacks varying from 2 to 10. Profit and weight values for each item were randomly chosen in the \([0,1]\) range, while knapsacks capacities were randomly chosen ranging from the
minimum item weight to the sum of all weights as suggested in [30]. For continuous optimization we selected a set of MOO test problem classes from the popular DTLZ [46] suite. We retained the original formulation of these problems as minimization tasks. Note that \( x_m \) indicates the components of \( x \) from \( m \) up to \( n \), according to the notation used in [46]. The choice of this subset of problems is motivated by the form of their Pareto fronts which allowed us to design non-linear tasks, as will be detailed later on in the section. For test problem DTLZ1, we slightly restricted the feasible set for decision variables with respect to the original formulation (from [0,1] to [0.25,0.75]) in order to rule out sparse objective vectors (i.e. those with one or few non-zero entries) from the Pareto front and make the preference learning task more challenging when increasing the number of objectives.

The first set of experiments aims at showing the effectiveness of the method in early focusing on the correct search area with very few queries to the DM, for different test problems

### Table 1

**Test Problem Classes Employed in the Study (from [30], [46])**

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max_{x \in \Omega} f(x) )</td>
<td>( x = { x_i, j \in {0, 1} \ \forall \ i = 1, \ldots, n \ j = 1, \ldots, m } )</td>
</tr>
<tr>
<td>( f_j(x) = \sum_{i=1}^{n} p_i x_{i,j} \ \forall j = 1, \ldots, m )</td>
<td></td>
</tr>
<tr>
<td>0/1 KNP SACKS</td>
<td>( \sum_{i=1}^{n} w_i x_{i,j} \leq c_j \ \forall j = 1, \ldots, m )</td>
</tr>
<tr>
<td></td>
<td>( \sum_{j=1}^{m} x_{i,j} \leq 1 \ \forall i = 1, \ldots, n )</td>
</tr>
<tr>
<td>( \min_{x \in \Omega} f(x) )</td>
<td>( \Omega = { x \</td>
</tr>
<tr>
<td>( f_1(x) = 1/2 \cdot (1 + g(x_m)) \cdot x_1 x_2 \cdots x_{m-1} )</td>
<td></td>
</tr>
<tr>
<td>( f_2(x) = 1/2 \cdot (1 + g(x_m)) \cdot x_1 x_2 \cdots (1 - x_{m-1}) )</td>
<td></td>
</tr>
<tr>
<td>DTLZ1</td>
<td>( f_m(x) = 1/2 \cdot (1 + g(x_m))(1 - x_1) )</td>
</tr>
<tr>
<td></td>
<td>( g(x_m) = 100 \cdot \left[</td>
</tr>
<tr>
<td>( \min_{x \in \Omega} f(x) )</td>
<td>( \Omega = { x \</td>
</tr>
<tr>
<td>( f_1(x) = x_1 )</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>DTLZ6</td>
<td>( f_m-1(x) = x_{m-1} )</td>
</tr>
<tr>
<td>( f_m(x) = (1 + g(x_m))h(f_1, f_2, \ldots, f_{m-1}; g) )</td>
<td></td>
</tr>
<tr>
<td>( g(x_m) = 1 + \frac{9}{</td>
<td>x_m</td>
</tr>
<tr>
<td></td>
<td>( h = m - \sum_{i=1}^{m-1} \left[ \frac{f_i}{1 + g(1 + \sin(3\pi f_i))} \right] )</td>
</tr>
<tr>
<td>( \min_{x \in \Omega} f(x) )</td>
<td>( \Omega = { x \</td>
</tr>
<tr>
<td>( f_j(x) = \frac{1}{m} \sum_{i=\left[(j-1)\frac{m}{n}+1\right]}^{\left[j\frac{m}{n}\right]} x_i \ \forall j = 1, \ldots, m )</td>
<td></td>
</tr>
<tr>
<td>( g_j(x) = f_m(x) + 4f_j(x) - 1 \geq 0 \ \forall j = 1, \ldots, m - 1 )</td>
<td></td>
</tr>
<tr>
<td>( g_m(x) = 2f_m(x) + \min_{i=1, i \neq j}^{m-1} \min{f_i(x) - f_j(x)} - 1 \geq 0 )</td>
<td></td>
</tr>
</tbody>
</table>
and number of objectives, in the setting of linear utility functions. For each problem class, we generated a number of test instances by varying the number of objectives $n$ from 2 to 10 and by setting the size of the input decision vector to $n = 100$ for 0/1 KNAPSACKS, $n = 2n$ for DTLZ1 and DTLZ6 and $n = 10n$, as suggested in [46], for DTLZ7. A total of 36 test instances was thus considered. Furthermore, we generated linear utility functions by randomly choosing weights in the range (0,1).

Figure 4 reports a representative set of results for test problems with four, eight and ten objectives for the four problem classes. The evaluation measure is the approximation error in percentage with respect to a gold standard final solution, the one which is obtained by guiding the algorithm with the true utility function. Note that the ranking function does not need to correctly estimate the value of the utility function, and it does not in general, but only to rank good solutions higher than bad ones in order to correctly guide the search. Each graph reports three learning curves for an increasing number of training examples per iteration (eqn), with one, two and three iterations (maxit) respectively. Results are the medians over 100 runs with different random seeds for the search of the evolutionary algorithm.

The problem classes present quite different characteristics. For combinatorial optimization problems, an approximation error of less than 2% is reached with between 10 and 20 training examples depending on the number of objectives. Multiple training iterations seem beneficial only when few training examples are available, possibly correcting a poor initial estimate of the DM preference. Quite surprisingly, the algorithm even improves over the gold standard when increasing the number of objectives, as shown by a negative value of the approximation error. We conjecture this can be due to a diversification effect produced by an imperfect estimate of the DM preference, but this positive result deserves further investigation. Concerning continuous optimization, problems in class DTLZ1 (second row) were easily solved with just five training examples for up to four objectives, but were the most difficult to solve for a high number of objectives. Problems in class DTLZ6 (third row) were the easiest to solve: an approximation error of less than 1% could be achieved with at most 15 examples and two training iterations even in the case of ten objectives. Problems in class DTLZ7 (fourth row) required more examples than those in DTLZ1 in general but lead to better approximations with a high number of objectives. If one considers the number of training iterations, a second iteration was beneficial in many cases to possibly correct an early suboptimal model, especially with few training examples. Further training iterations did not provide substantial advantages.

Note that the DM is only required to compare examples within each training iteration, as we assume that the last generation will represent the most relevant solutions to her. The learning algorithm (see Section III-B) combines all these rankings into a single optimization problem: each training iteration $i$ provides $l_i$ ordered examples and a total of $s = \text{maxit}$ iterations are available. Given the algorithm formulation in eq. 8, there is no need for a full ranking of solutions, but the DM can provide partial information as sets of pairwise comparisons. In the presented experiments, for simplicity, we assumed a complete ranking.

In the next set of experiments we aimed at testing the ability of the method to automatically adapt to non-linear user preferences. Our aim is simulating many real world problems where the most preferred solution is a compromise among the different objectives. We thus generated test cases making sure that the utility function projected the most preferred solutions in a central area of the Pareto front, while retaining the Pareto dominance property. Designing such utility functions is not trivial. We heuristically generated them for each test problem by the following process: 1) running the plain NSGA-II algorithm to reach an approximation of the Pareto front 2) computing a reference point as the average of the final population 3) computing its distance to all other points 4) randomly generating weights of a second order polynomial 5) computing the utility value for all points according to the generated polynomial 6) keeping the polynomial if the rank correlation between the utility values and the distances to the reference point was higher than 0.4. This should guarantee that solutions distant from the center are less preferred.

BC-EMO was allowed to choose by internal 3-fold cross validation among linear and second degree polynomial kernel as well as Gaussian kernel with $\gamma$ selected in the set \{e^{-3}, e^{-2}, e^{-1}, 1, e^{1}, e^{2}, e^{3}\}.

Figure 5 (left) shows an example of Pareto front reached by the plain NSGA-II algorithm for the DTLZ1 problem with two objectives. Figure 5 (right) shows the value of Pareto front according to the following polynomial utility function:

$$0.28 \cdot z_1^2 + 0.29 \cdot z_2 z_1 + 0.38 \cdot z_2^2 + 0.05 \cdot z_1$$

Note that the solution which is most preferred by the DM ($z_1 = 0.249, z_2 = 0.251$) lies in the middle of the Pareto front. We ran our BC-EMO algorithm on this test problem and compared to two alternative versions: using a fixed linear kernel versus automatically tuning the kernel by internal k-fold cross validation. Figure 6 shows the approximation results obtained for an increasing number of training examples. Results are medians over 10 runs. The linear kernel is completely unable to improve the performance regardless of the amount of training examples, stopping at an error of approximately 8%. On the contrary, tuning the kernel allows to reproduce the user preferences accurately enough to drive the search towards the desired solution (see Figure 5 (right)). Let’s note that in the initial point, corresponding to three examples, a linear kernel is chosen by default (insufficient data for a model selection by cross validation).

Problem DTLZ6 presents a highly disconnected Pareto front, as shown in Figure 7 (left) where plain NSGA-II was again employed to generate the sample. Figure 7 (right) shows the value of Pareto front according to the following polynomial utility function:

$$0.05 \cdot z_2 z_1 + 0.6 \cdot z_1^2 + 0.38 \cdot z_2 + 0.23 \cdot z_1$$

This utility function generates two separate non-linear regions, with the global minimum located in the left region
Learning curves for an increasing number of training examples per iteration with one (red/solid), two (green/dashed) and three (blue/dotted) training iterations. Each row reports results for a different problem class: 0/1 KNAPSACKS, DTLZ1, DTLZ6 and DTLZ7 respectively. Each column reports results for a different number of objectives, respectively four, eight and ten. Results are medians over 100 runs. Note that y-axes have different ranges.

Learning curves for the resulting problem are shown in Figure 8. The linear utility function converges to a suboptimal solution, which is actually located at the left edge of the first region \( (z_1 = 0, z_2 = 4) \), while tuning the kernel allows to converge to the global optimum.

Finally, problem DTLZ7 presents a Pareto front similar to the one of DTLZ1, as shown in Figure 9 (left). Figure 9 (right) shows the non-linear surface obtained by using the following polynomial utility function:

\[
0.44 \cdot z_1^2 + 0.33 \cdot z_1 + 0.09 \cdot z_2 z_1 + 0.14 \cdot z_2^2
\]  

Figure 10 reports learning curves for the problem, again showing that a linear kernel is totally unable to locate the correct region\(^3\) stopping at approximately 33% error, while the tuned kernel version converges to the solution \( (z_1 = 0.148, z_2 = 0.407) \) with less than ten training examples.

Increasing the number of iterations did not change results significantly. In particular, using a linear kernel leads to a wrong direction when generating new individuals and further training iterations are useless to correct this initial behaviour.

It is interesting to note that all non-linear cases show a similar behaviour in terms of form of the approximating model. In detail, seriously suboptimal solutions are found in the few cases in which a linear kernel is selected. This happens

\(^3\)Note that the solution found using the linear kernel lies in an area of the Pareto front which was not returned by the initial plain NSGA-II run, see Fig. 9 (right)
Fig. 5. Problem DTLZ1 with two objectives: (left) Pareto front for a sample run of plain NSGA-II without user preference; (right) preference values of the Pareto front according to the non-linear utility function in eq. (10).

Fig. 6. Approximation error for the non-linear DTLZ1 problem as a function of the number of training instances: tuned kernel vs linear kernel. Results are medians over 10 runs.

by default with only three training examples and in rare cases with a very small numbers of examples: see for instance the spike for six examples in Figure 10. On the other hand, excellent fits are obtained when a second degree polynomial kernel is correctly chosen in the tuning phase. However, very good approximations are also achieved most of the times with Gaussian kernels, especially when enough training examples are available.

VII. FUTURE DIRECTIONS

We showed that support vector machines, especially in combination with the kernel trick, provide an effective solution to model the fitness of solutions for an evolutionary algorithm, in the context of interactive multi-objective optimization (MOO).

This research work leaves many avenues for future explorations and generalizations.

MOO can be considered as a paradigmatic case of absence of complete information or of information scarcity: the decision maker specifies only a set of objectives but not their detailed combination. Future extensions and generalizations may consider applications to other poorly specified problems. It is widely acknowledged that most of the work in applied problem solving and optimization is related to formulating the problem by eliciting knowledge, by designing better and better models of the application domain through an iterative refinement process with different actors: domain experts, software experts, decision makers. Information is scarce and costly to obtain: problem solving should address this issue in an explicit and principled manner, by studying efficient and flexible modelling techniques and by quantifying the cost of obtaining improved models, e.g., the number and difficulty of questions raised during the modelling process and the computational costs for updating the model. Extensions can consider the following contexts:

- **Dealing with a DM who is changing preferences.** The current formulation of the approach puts on the same level feedback coming from different iterations of the search procedure. This behaviour can be suboptimal if the DM is herself learning her own preferences during the search, or if her utility function is too complex to be effectively approximated on the whole space, while only the shape locally guiding the search to the correct direction would be actually needed. It is rather straightforward to include a decay mechanism for feedback coming from previous iterations, by replacing the global regularization parameter $C$ in equation (8) by a set of iteration-dependent parameters $C_i$. An exponential decay, for instance, would be obtained by setting $C_i = C \exp(-i)$, allowing to early forget about past feedback and to focus on the current portion of the search space. By setting $C$ to a small value, we force a behaviour which initially prefers simple approximations not trusting DM’s feedback much. The relative importance of the feedback would then progressively increase on the rationale that the DM is becoming more confident of her evaluations.

- **Objective (or feature) elicitation.** The amount of information available is in many cases less that in the MOO...
context. In particular, objectives may be vague, fuzzy, not already formulated as clean mathematical functions. As challenging cases, let's consider the fashion business, where defining a formula for an elegant attire is far from trivial, or the industrial design area, the advertisement field, the medical sector. Machine learning can help in learning the objectives, the relevant and informative features, before learning how to combine them. Concept learning [47], curriculum learning [48] or deep learning [49] techniques can be tested here.

- Learning from hints. In some cases the available information may be formulated as constraints, or as hints about the form of the appropriate model [50]. For example, hints may indicate that the appropriate modelling functions are symmetric by exchanging some variables, or non-negative, or increasing as a function of specific inputs. Constraints can be rigid or soft, implying penalties for violating them.

- Adversarial models versus statistical models. While the SVM tools arise in a statistical machine learning context, and aim at designing systems which are approximately correct with high probability, other contexts assume an adversarial model, see for example [51]. An adversarial entity (real or theoretical) works to beat the system and one aims at minimizing the maximum regret, the worst-case loss under all possible realizations of a user’s utility function. Results in this contexts are often very costly to obtain and not always strongly motivated by real-world applications (after all most users are interested in the actual obtained results and not so much in regret), but the study of worst-case results better defines the area where statistical and approximated results are the only possibility.

- Intelligent interaction strategies. Active or query learning methods are a viable candidate to further reduce the number of questions asked to the DM. In a world where computational costs are of much less significance than cognitive limitations, a less efficient method that relies on fewer or simpler questions might be more valuable than a faster one with higher cognitive requirements. The reduction in the number of questions can occur through the strategic choice of future examples to be presented for evaluations, depending on the past feedback received, and therefore on the current preference model. For example, if pairwise comparison queries are used, examples should be sufficiently different to permit a clear preference by the DM. In addition, the optimization context demands a shift of emphasis from standard active learning strategies: the aim is not to reconstruct an unknown model in all areas, but to concentrate on the areas which are most promising for optimization. An example in the context of intelligently-guided simulations is [52].

- Learning from related problems. Transfer learning techniques could provide added benefits when solving a series of related problems: we plan to evaluate the effectiveness of transferring the previous experience accumulated in two different contexts: new and related problems solved by the same DM (for example problems sharing a subset
of the objectives), or the same problem solved by DM’s with different preferences.

- Learning in a discrete setting. An extension of this work to discrete multi-objective optimization tasks is of interest, by using the effective kernel functions recently introduced for strucutred discrete entities like graphs and trees [53].

- Group decision making. A situation in which multiple DMs need to be jointly considered could be addressed by pursuing a multitask approach [54]: each DM is modelled by a different utility function, but their parameters are connected to each other so that information can flow among related tasks. In Artificial Neural Networks, this is typically [54] obtained by sharing a common hidden layer connected to the per-task output ones. Kernel machines have been adapted [55] to multitask learning by acting on the weight regularizer (see eq.(6)(8)): task-dependent weights can be forced close to a common (regularized) weight vector, or task similarity can be included via the graph Laplacian of a task-similarity graph [55], to cite two useful examples. While these approaches assume that separate per-task predictions should be made on each example, a common aggregate decision on the utility of candidate solutions could be forced by averaging preferences of the DMs, taking the minimum between them, or any other sensible combination. The aggregation chosen should be reflected on the loss component of the SVM involving soft constraints, by penalizing incorrect average ranking in the first case, or incorrect worst ranking in the second.

Needless to say, all above methods can be tested in the traditional evolutionary context, not only in the multi-objective case, as ways to efficiently assign fitness values to population members where only partial information exists about the true value of solutions.

While the above points refer to potential extensions of this work by considering machine learning tools, future extensions of this investigation can consider a detailed analysis of the robustness of the proposed technique in different noisy scenarios. Noise can be intrinsic in the problem domain (for example when optimizing a system with stochastic outputs), or can be related to a noisy evaluation by the DM. For example, the DM may fail to consistently rank solutions, in particular if solutions tend to be close, or may make mistakes from time to time. A preliminary investigation dealing with robustness of the BC-EMO technique is presented in [56].

VIII. CONCLUSIONS

We presented a preference-based EMO algorithm (BC-EMO) characterized by its ability to learn an arbitrary utility function from a decision maker (DM) who expresses preferences between couples of selected solutions. The method to build a flexible preference model, possibly highly nonlinear, is based on Support Vector Machines and derived tools from the machine learning community. From the multi-objective decision making perspective, the main contribution of the method is its ability to function without any a priori assumptions on the shape of the DM’s utility function.
The optimization methodology of Reactive Search Optimization (RSO) based on the paradigm of learning while optimizing is adopted in two directions: the progressive tuning of a preference model following a DM interactive evaluation and personal learning path, and the automated adaptation of the model form to one which is most appropriate, in a cross-validated manner, to the data collected during the interaction.

The method is robust as it can potentially withstand incomplete, imprecise and even contradictory feedback by the DM. The alternation of evolutionary optimization and DM ranking can be organized according to a flexible schedule, depending on the willingness by the DM to interact more times during the solution process and by intrinsic characteristics of the problem to be solved and the complexity of the user preferences.

The presented experimental results demonstrate the feasibility and effectiveness of the BC-EMO algorithm on a variety of benchmark tasks, with both linear and non-linear user preferences. We hope this work will motivate future extensions to integrate machine learning techniques into optimization and problem-solving techniques.
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