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Abstract. A growing body of interdisciplinary literature indicates that
human decision-making processes can be enhanced by Artificial Intelli-
gence (AI). Nevertheless, the use of Al in critical domains has also raised
significant concerns regarding its final users, those affected by the under-
taken decisions, and the broader society. Consequently, recent studies are
shifting their focus towards the development of human-centered frame-
works that facilitate a synergistic human-machine collaboration while
upholding ethical and legal standards. In this work, we present a taxon-
omy for hybrid decision-making systems to classify systems according to
the type of interaction that occurs between human and artificial intel-
ligence. Furthermore, we identify gaps in the current body of literature
and suggest potential directions for future research.
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1 Introduction

Artificial Intelligence (AI) can improve decision-making in several ways, particu-
larly by accelerating automated processes and enhancing predictive performance.
In both low and high-stakes scenarios, the adoption of black-box models to aid
human decision-makers is a prevalent trend. However, these models provide very
limited interpretability and interactivity, which raises concerns regarding, among
others, transparency, robustness, and fairness. This is especially problematic in
high-stakes scenarios, where the absence of the aforementioned properties can
lead to severe consequences on human well-being [30].

Establishing hybrid systems where humans and Als synergistically collabo-
rate is crucial to tackle these issues. The overarching goal of such hybrid systems
is to leverage the strengths of both humans and Als to overcome the limitations
of both [1]. Hybrid Decision-Making Systems (HDMS) consist of agents with
conceptually distinct natures, human and mechanical, that can collaborate in
a plethora of ways. However, it is essential to recognize that machines should
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only serve as auxiliary tools, with humans retaining complete control and agency
throughout the entire decision-making process, as explicitly outlined in the lat-
est ethical and legal documents, notably, the Ethics Guidelines for Trustworthy
AT [11] and the European AI Act proposal (Art. 14) [10]. To accomplish this
goal, human decision-makers should be equipped with all the necessary tools
to comprehend, engage with, and supervise black-box models. State-of-the-art
frameworks primarily offer single Al advice along with some kind of explanation
derived with the tools of eXplainable AI (XAI) [13]. However, their effectiveness
has been called into question as they still do not disclose human agency in its
entirety and do they do not always align with the cognitive processes employed
by human decision-makers [5,37]. do not properly align with the human way of
reasoning [5,37]. Our stance is in favor of embracing a framework that considers
decision support systems as support tools [6] capable of triggering an evaluative
approach towards all plausible options and judgments on a case-by-case ba-
sis [26]. We contend that this approach has the potential to enhance individuals’
ability to make more informed and less biased hypothesis-based decisions.
Proposals for implementing a synergistic human-AI collaborative setting are
not novel. Indeed, numerous solutions have been put forth across multiple disci-
plines and application domains to address a wide range of challenges and needs
[1]. This extended abstract provides an overview of the ongoing research con-
ducted by the authors, which aims to ascertain the state-of-the-art of this field,
assess the level of knowledge that has been established, and identify gaps as well
as potential avenues for future research. In particular, we put forth taxonomy
that encompasses three distinct paradigms for categorising works in the area.
These paradigms are determined by the varying degrees of interaction between
humans and Al, as well as the level of human agency and control that charac-
terises them. While existing literature has focused on examining certain types
of hybrid systems (e.g., [23,36]) or approaching the subject from non-technical
angles (e.g., cognitive [3] or legal viewpoints [4]), our objective is to construct a
taxonomy that captures the algorithmic characteristics of hybrid systems.

2 Paradigms of Hybrid Decision-Making Systems

Paradigm 1: Human oversight over algorithms

The most simple and straightforward way of integrating humans in the loop of
decision-making systems is through algorithm oversight. In this scenario, ma-
chine and human agents operate autonomously, the former executing a specific
task and the latter monitoring its execution and deciding whether to accept or
reject the AD’s output. The purpose of algorithm oversight is to identify any
potential malfunctions that may remain undetected in the absence of human
supervision. Examples of such failures include dataset shifts (i.e., failures caused
by shifts in data distribution ), and uncertain predictions (e.g., due to outliers
or elevated complexity of the decision context).

This simple paradigm presents several weaknesses, which are to be found in
the inherent (and natural) fallibility of overseers in controlling complex techno-
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logical systems [18]. Consequently, issues of trust calibration frequently emerge,
wherein individuals may exhibit either algorithmic aversion, when they under-
rely on the Al agent, or algorithm appreciation, when instead they excessively
rely upon it. Furthermore, overseers may be prone to overlook questionable or
blatantly erroneous algorithmic results due to a flawed understanding or assess-
ment of such outcomes, or due to a reliance on arbitrarily chosen factors sug-
gested by the AI [9,19]. These concerns are likely to be exacerbated in fairness-
related tasks, where personal judgments and pre-existing stereotypes towards
marginalized groups may lead to biased supervision of the Al system and bias
amplification [14, 22].

Enhancing human oversight via eXplainable AI. To address some of the
aforementioned weaknesses, human overseers may be assisted with additional
artifacts to allow them to better understand the reasoning of the machine. Ex-
plainable Artificial Intelligence (XAI) [13] represents an essential move towards
achieving effective synergistic human-machine collaboration. XAl is a subfield of
AT that focuses on investigating methods for explicating the rationale underlying
the decision-making processes of black-box models in a manner that is compre-
hensible to humans. XAI can help mitigate some of the shortcomings of the
human oversight paradigm by facilitating end-users understanding, trust, and
efficient management of Al support systems. Notably, Wang et al. [34] devised
a theoretical framework in which XAI techniques are integrated to serve two
purposes: first, to support human reasoning in line with scientific methods, and
second, to reduce decision errors due to cognitive biases resulting from heuristic
interferences [17].

Paradigm 2: Humans and Socratic machines

Acknowledging and evaluating the uncertainty associated with various solutions
is a crucial aspect of decision-making. This is because a final decision can be
viewed as the one that minimizes ambiguity with respect to one’s intended ob-
jectives and beliefs. In the context of HDMS, this translates to accurate uncer-
tainty estimates of the Al computations. Specifically, Al systems can be designed
to facilitate the comparison of multiple alternatives along with their uncertainty
estimate and machine-generated justification, thus fostering a human-centered
perspective to HDMS that more closely resembles natural cognitive processes
[20]. Numerous technical solutions have been suggested to implement “Socratic”
algorithms that are trained to refrain from revealing their decisions when they
recognize that their level of confidence is insufficient, or their performance is
inferior in comparison to the one a human could possibly attain. Socratic Al
encompasses several families of techniques, including learning to reject [7,36],
selective classification [12], and learning to defer [24,27]. In particular, the last
approach differs from the first two in that it learns to abstain from making
predictions based not only on the characteristics of the AI agent but also on
the predictive behavior of a human expert, which is represented by additional
information in the training data.
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Notably, in current Socratic machines, the action of deferral is initiated by the
Al system, while the human expert is expected to blindly accept all predictions
for the samples over which the Al decides not to abstain. Similarly, the Al system
is not designed to receive any feedback from the human during the decision
process. In other words, the typical setting is that of a hybrid system where
agents work independently of each other. This represents the first huge limitation
of Socratic Al, as a truly synergistic and interactive collaboration calls instead
for the introduction of bidirectional communication that harnesses the potential
of both human and Al capabilities. Several other limitations have been pointed
out as well [23], including data availability, label scarcity, high computational
demands, and limited applicability to real scenarios.

Paradigm 3: Human-AI collaboration

The next natural step in HDMS involves a two-way collaboration where human
agents are not relegated to the role of mere executors or overseers but are able
to engage in direct interaction with the machine. Here, the primary challenge is
establishing proficient communication between humans and machines, whereby
both entities engage in a reciprocal learning process. Interaction demands that
both humans and machines elucidate their rationale to others, finally enhancing
the overall efficacy of the system. The Machine Theory of Mind [29] posits that
the core element of a synergistic collaboration is the ability to actively shape
the mental model of other agents through repeated communication. Ideally, hu-
mans and Al would then attain a shared representation of the whole system,
thus aligning knowledge and goals [35], while understanding each other’s limita-
tions. However, it should be noted that such aspirations have not been proven
achievable with current or foreseen seen technology.

From a technical perspective, interactive HDMSs are defined by several di-
mensions, such as communication language, time of interaction, and learning
cost, which are balanced differently. For instance, in eXploratory Interactive
Learning [33, 32], the model requests corrections for pairs of machine-generated
decision labels and explanations, so that the human can correct the predicted
label and provide an embeddable explanation (e.g., an adjustment of feature
importance outputs). In other works, the AI system additionally shows its own
reasoning (e.g., via rule-based encoded domain logic); this allows the user to pro-
vide feedback by either confirming the correctness of such rules [2] or by editing
them [15], possibly without even the need to retrain the original model [8, 31].

3 Discussion and future directions

Due to rising societal interest and expanding legal requirements, research is ad-
vancing toward frameworks that enable synergistic human-Al collaboration in
high-stake decision-making. The proposed taxonomy of HDMS revealed some
research issues that remain unresolved. Firstly, there is a need to design inter-
pretable models that facilitate the end-users to engage cognitively and assume
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control over the decision-making process. Recent proposals move either towards
a co-design methodology [28] (prototyping-testing-redesigning) of explainable Al
techniques and user interfaces or towards conversational approaches [16, 25] that
utilize dialogue interfaces to present users with diverse explanation formats in a
gradual manner, thereby stimulating appropriate cognitive processes. Secondly,
it is yet unclear what is the best and most effective mechanism to facilitate bidi-
rectional communication and interaction between humans and AI. The existing
body of literature pertaining to Socratic Al may potentially benefit from the
latest findings in the field of XAI. Moreover, an exploration of the interplay be-
tween paradigm 1 empowered by XAI and paradigm 2 would be a compelling
area of inquiry. Third, cognitive theories for decision-making, such as appropri-
ate trust [21] and dual process modeling [17], are not yet properly taken into
account in the development of HDMS. Lastly, to validate HDMS, it is neces-
sary to establish human trial designs and co-design strategies [28] that actively
incorporate the context of use into the decision-making process.
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