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With the increasing usage of machine learning models, final users must trust their predictions. A possible way to enhance trust is to allow a model to abstain from predicting if not confident enough. This requires adding a selection mechanism to the model, which decides when a prediction will be provided. Such a framework is generally called learning to reject (3) or selective classification (10).

This is especially relevant in socially-sensitive scenarios, such as healthcare or finance, where we often deal with imbalanced (binary) classes (22). In these settings, traditional metrics to evaluate selective classification, such as error rate, can be misleading, and other measures should be preferred. For instance, one of the most common metrics for imbalanced scenarios is the Area Under the ROC Curve (AUC) (42), which measures the classifier's ability to rank instances from minority and majority classes correctly.

This paper - accepted at AISTATS 2023 - presents a novel methodology to perform selective classification specific to AUC.

The work makes several contributions to the current literature on selective classification as:

- we study the problem of improving AUC once we allow for rejection from a theoretical perspective;
- we present two methods, i.e. PlugInAUC and AUCross that guarantee improvements in terms of AUC;
- we empirically show that PlugInAUC and AUCross succeed in increasing AUC in imbalanced contexts, while all existing state-of-the-art methods fail;
- we hint that this is due to a disparity in rejection rate across different classes, as traditional methods tend to reject minority class instances more often.


#### Abstract

Selective classification (or classification with a reject option) pairs a classifier with a selection function to determine whether or not a prediction should be accepted. This framework trades off coverage (probability of accepting a prediction) with predictive performance, typically measured by distributive loss functions. In many application scenarios, such as credit scoring, performance is instead measured by ranking metrics, such as the Area Under the ROC Curve (AUC). We propose a model-agnostic approach to associate a selection function to a given probabilistic binary classifier. The approach is specifically targeted at optimizing the AUC. We provide both theoretical justifications and a novel algorithm, called AUCROSS, to achieve such a goal. Experiments show that our method succeeds in trading-off coverage for AUC, improving over existing selective classification methods targeted at optimizing accuracy.
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## 1 Introduction

The predictive performance of a classifier is typically not homogeneous over the data distribution. Identifying sub-populations with low performance is helpful, e.g. for debugging and monitoring purposes. In many socially sensitive application scenarios, we can consider not predicting at all for these sub-populations as an alternative to poor or even harmful predictions. Such applications include credit scoring, curriculum screening, access to public benefits, and medical diagnoses. Selective classification (or classification with a reject option) (3, 34) pairs a classifier with a selection function to determine whether a prediction should be accepted or the classifier should abstain. The selection function assesses the trustworthiness of a prediction. The literature on selective classification has mainly considered distributive loss functions. However, in many real-world scenarios, such as credit scoring (11), the quality of a binary probabilistic classifier is concerned with the discriminative power of the ranking induced by its scores (25). This is measured by the Area Under the ROC Curve (AUC) (12) or, equivalently, by the Gini coefficient (41). Algorithms designed to minimize, e.g., the error rate may not lead to the best possible AUC values (6).

In this paper, we first introduce the problem of $A U C$-based selective classification, which consists of inducing a selective classifier which optimizes the AUC over the sub-population of accepted predictions while guaranteeing a minimum probability mass (called coverage) of such sub-population. We then focus on an instance of the AUC-selective classification problem, where we assume that: (i) the classification algorithm is given, including its hyper-parameters, and (ii) the selection function abstains on a range of the scores (score-based selective functions). Assumption (i) allows lifting an existing classifier to a selective classifier. In this respect, our approach is model-agnostic, as we do not make assumptions about the classification algorithm. Assumption (ii) is widespread in selective classification, supported by theoretical results (10). Such an assumption allows for a theoretical analysis of the AUC-based selective classification problem. We devise

AUCross, a model-agnostic algorithm for estimating the bounds of score-based selective functions that maximize the AUC for target coverage. The approach is based on a cross-fitting strategy over the training set. Bound estimates are supported by a theoretical analysis of (sufficient) conditions for abstaining that lead to an increase in the AUC. Experiments show that the approach performs very close to an oracle score-based selective function (which has access to the true class of instances), and it outperforms existing selective classification approaches targeted at optimizing accuracy.

The paper is organized as follows. Section 2 briefly surveys related work. Section 3 recalls basic concepts of selective classification and it introduces the AUC-based selective classification problem. Our theoretical approach is presented in Section 4, while we introduce AUCross algorithm in Section 5. Section 6 reports experimental results. Finally, we draw conclusions and outline possible extensions.

## 2 Related Work

The two main models of selective classification are the cost model (3) and the the bounded-improvement model (34). In the former, the goal is to minimize the expected cost, assuming a cost for misclassification and a cost for abstention, or a more refined cost based on the confusion matrix (39). In the Bayes optimal selective classifier, the selection function abstains when the posterior probability of the predicted class is below some threshold. Posterior probabilities can be estimated on a validation set by the plug-in rule (24). In the bounded-improvement model, the selection function is evaluated based on the probability mass of the accepted region (coverage) and the expected loss over such a region (selective risk). One can maximize coverage for a maximum target risk or minimize risk for a minimum target coverage (17). (15) establish the equivalence of cost-based and bounded-improvement models.

Most approaches for selective classification are model-specific in that they build the classifier and the selection function concurrently. Examples include methods for Support Vector Machines (SVM) (16), boosted decision trees (5), Deep Neural Networks (DNNs) (17; 18; 33; 26). See (23) for a complete overview of existing methods. Moreover, the definitions of cost or risk in selective classification have been provided using distributive loss functions, where the loss is defined for every prediction in isolation. AUC is a metric about the ranking induced by a classifier, for which the loss is determined for pairs of instances. To the best of our knowledge, the only work directly addressing AUC selective classification is (37). However, the selection function is used here to accept or to abstain from ranking pairs of instances. The AUC to be optimized is defined as the mean correct order of accepted pairs (an extension of the Mann-Whitney U-statistics): a same instance may appear in both an accepted and a rejected pair. We target, instead, either accepting or rejecting predictions for each single instance. The AUC we optimize is the mean correct order of any pair of accepted cases (i.e., the Mann-Whitney U-statistics over the accepted region).

In this paper, we adhere to the bounded-improvement model, with the AUC as the metric to optimize by abstaining on single instances, and we take a model-
agnostic view of the problem. Notice that AUC-based selective classification is orthogonal to the many approaches for optimizing AUC in supervised learning (43).

## 3 Background

Consider random variables $(\mathbf{X}, Y) \in \mathcal{X} \times \mathcal{Y}$, where $\mathcal{X} \subseteq \mathbb{R}^{d}$ is a feature space and $\mathcal{Y}=\left\{0,1, \ldots, n_{\mathcal{Y}}\right\}$ a finite label space. The joint distribution of $(\mathbf{X}, Y) \sim \mathcal{D}$ is unknown, but we can observe one or more datasets of i.i.d. realizations. A classifier is a function $h: \mathcal{X} \rightarrow \mathcal{Y}$ that maps features to classes, computed from an hypothesis space and a dataset (training set). The expected loss over the distribution $R(h)=\int_{\mathcal{X} \times \mathcal{Y}} l(h(\mathbf{x}), y) d \mathcal{D}(\mathbf{x}, y)=\mathbb{E}_{\mathcal{D}}[l(h(\mathbf{X}), Y)]$ is called the risk, where $l: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ is a loss function. The risk can be estimated starting from a test set $S_{n}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{n}$ through the empirical risk $\hat{r}\left(h \mid S_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} l\left(h\left(\mathbf{x}_{i}\right), y_{i}\right)$. Such a canonical setting is extended to model situations where predictions of classifiers are not sufficiently reliable, and the option of abstaining is preferable. A selective classifier is a pair $(h, g)$, where $h$ is a classifier and $g: \mathcal{X} \rightarrow\{0,1\}$ is a selection function, which determines when to accept/abstain from using $h$ :

$$
(h, g)(\mathbf{x})= \begin{cases}h(\mathbf{x}) & \text { if } g(\mathbf{x})=1 \\ \text { abstain } & \text { otherwise }\end{cases}
$$

A soft selection approach (17) consists of defining $g$ in terms of a confidence function $k_{h}: \mathcal{X} \rightarrow[0,1]$ (the subscript highlights that $k_{h}$ depends on $h$ ) and a threshold $\theta$ of minimum confidence for accepting:

$$
\begin{equation*}
g(\mathbf{x})=\mathbb{1}\left(k_{h}(\mathbf{x})>\theta\right) \tag{1}
\end{equation*}
$$

A good confidence function should order instances based on descending loss, i.e., if $k_{h}\left(\mathbf{x}_{i}\right) \leq k_{h}\left(\mathbf{x}_{j}\right)$ then $l\left(h\left(\mathbf{x}_{i}\right), y_{i}\right) \geq l\left(h\left(\mathbf{x}_{j}\right), y_{j}\right)$. The coverage of a selective classifier is $\phi(g)=E_{\mathcal{D}}[g(\mathbf{X})]$, i.e., the expected probability mass of the accepted region. The selective risk is risk normalized by coverage:

$$
R(h, g)=\frac{\mathbb{E}_{\mathcal{D}}[l(h(\mathbf{X}), Y) g(\mathbf{X})]}{\phi(g)}=\mathbb{E}_{\mathcal{D}}[l(h(\mathbf{X}), Y) \mid g(\mathbf{X})]
$$

Empirical coverage and empirical selective risk are respectively defined as follows:

$$
\begin{gathered}
\hat{\phi}\left(g \mid S_{n}\right)=\frac{\sum_{i=1}^{n} g\left(\mathbf{x}_{i}\right)}{n} \\
\hat{r}\left(h, g \mid S_{n}\right)=\frac{\frac{1}{n} \sum_{i=1}^{n} l\left(h\left(\mathbf{x}_{i}\right), y_{i}\right) g\left(\mathbf{x}_{i}\right)}{\hat{\phi}\left(g \mid S_{n}\right)}
\end{gathered}
$$

By defining $S_{m}^{g}=\left\{\left(\mathbf{x}_{i}, y_{i}\right) \in S_{n} \mid g\left(\mathbf{x}_{i}\right)=1\right\}$, the empirical coverage is $\hat{\phi}\left(g \mid S_{n}\right)=$ $\left|S_{m}^{g}\right| / n=m / n$ and the empirical selective risk reduces to $\hat{r}\left(h, g \mid S_{n}\right)=\hat{r}\left(h \mid S_{m}^{g}\right)$, namely to the empirical risk over the accepted instances. The inherent trade-off between risk and coverage is summarized by the risk-coverage curve (10). The selective classification problem can be framed by fixing an upper bound to the selective risk and looking for a selective classifier that maximizes coverage. (17)
show how to convert this framing into an alternative one, where a lower bound $c$ for coverage is fixed (target coverage), and then we look for a selective classifier that minimizes selective risk. We adhere to such a formulation. Called $\theta$ the parameter(s) defining $h$ and $g$ (e.g., as in the soft selection approach), the selective classification problem is stated as:

$$
\min _{\theta} R(h, g) \quad \text { s.t. } \quad \phi(g) \geq c
$$

Let us now extend the framework to the AUC metric. We consider binary classes ( $0 / 1$, negatives / positives) and probabilistic classifiers, where $h(\mathbf{x}) \in[0,1]$ is an estimate of the probability that $\mathbf{x}$ is positive. Let $\mathcal{D}_{1}$ and $\mathcal{D}_{0}$ be the conditional distributions of positives and negatives, respectively. The AUC can be defined as the probability that a randomly drawn positive receives a higher score than a randomly drawn negative, conditioned to the fact that both are selected according to $g$, i.e.

$$
\begin{array}{r}
A U C(h, g)=\mathbb{E}_{\mathbf{X}_{0} \sim \mathcal{D}_{0}, \mathbf{X}_{1} \sim \mathcal{D}_{1}}\left[\mathbb{1}\left(h\left(\mathbf{X}_{1}\right)>h\left(\mathbf{X}_{0}\right)\right) \mid\right. \\
\left.g\left(\mathbf{X}_{0}\right)=1, g\left(\mathbf{X}_{1}\right)=1\right]
\end{array}
$$

The AUC-selective classification problem can be stated as:

$$
\begin{equation*}
\max _{\theta} A U C(h, g) \quad \text { s.t. } \quad \phi(g) \geq c \tag{2}
\end{equation*}
$$

A good confidence function should order instances based on ascending contribution to the AUC while allowing for controlling the target coverage. Empirical AUC given $S_{n}$ can be defined by restricting to the set $S_{m}^{g}=\left\{\left(\mathbf{x}_{i}, y_{i}\right) \in\right.$ $\left.S_{n} \mid g\left(\mathbf{x}_{i}\right)=1\right\}$ of accepted instances directly from the definition above by resorting to the Mann-Whitney U-statistic: $\widehat{A U C}\left(h, g \mid S_{n}\right)=\widehat{A U C}\left(h \mid S_{m}^{g}\right)=$ $\frac{1}{m^{+}} \frac{1}{m^{-}} \sum_{\left(\mathbf{x}_{i}, 1\right) \in S_{m}^{g}} \sum_{\left(\mathbf{x}_{i}, 0\right) \in S_{m}^{g}} \mathbb{1}\left(h\left(\mathbf{x}_{i}\right)>h\left(\mathbf{x}_{j}\right)\right)$, where $m^{+}$is the number of positives in $S_{m}^{g}$, and $m^{-}$is the number of negatives in $S_{m}^{g}$. An alternative calculation of $\widehat{A U C}$ is the Area Under the Receiver Operating Characteristic (ROC) Curve (12).

## 4 AUC Selective Classification

We consider the AUC-selective classification problem for binary probabilistic classifiers. We make the further assumption that the parameters of $h$ are fixed, i.e., $\theta$ in (2) includes only the parameters of the selection function $g$. Let us denote by $H$ a binary probabilistic classifier induction algorithm whose hyper-parameters are fixed. The algorithm induces the classifier $h$ starting from a training set. $h(\mathbf{x})$ is the score assigned by $h$ to an instance $\mathbf{x}$. We aim to lift $h$ to a selective classifier $(h, g)$ by calculating a selection function $g$ from the following hypothesis space (score-bounded selection functions):

$$
g(\mathbf{x})= \begin{cases}0 & \text { if } \theta_{l} \leq h(\mathbf{x}) \leq \theta_{u}  \tag{3}\\ 1 & \text { otherwise }\end{cases}
$$

Intuitively, the selective classifier abstains if the score is within the bounds $\theta_{l}$ and $\theta_{u}$.

To identify the bounds of $g$, we consider the following scenario, where we have a sample $S_{n}=\left\{\mathbf{x}_{i}, y_{i}\right\}_{i=1}^{n}$ and a classifier $h$. Our objective is to estimate a scorebounded selection function $g$ such that: (i) $\hat{\phi}\left(g \mid S_{n}\right) \geq c$; and (ii): $\widehat{A U C}\left(h, g \mid S_{n}\right)$ is as large as possible. Let us define $n=n^{+}+n^{-}$, with $n^{+}$(resp., $n^{-}$) the number of positive (resp., negative) instances in $S_{n}$. Let $p^{+}=n^{+} / n$ be the fraction of positives and let $p^{-}=1-p^{+}$be the fraction of negatives. Without loss of generality, we can assume that $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ is ordered by non-ascending scores, i.e., $h\left(\mathbf{x}_{i}\right) \geq h\left(\mathbf{x}_{i+1}\right)$ for $i \in[1, n-1]$. The rank of an instance is $r\left(\mathbf{x}_{i}\right)=i$, and its relative rank is $r\left(\mathbf{x}_{i}\right) / n$. We write $t\left(\mathbf{x}_{i}\right)$ to indicate the number of positive instances occurring in ranks from 1 to $i$. The true positive rate (TPR) at $\mathbf{x}_{i}$ is the ratio $\operatorname{tpr}\left(\mathbf{x}_{i}\right)=t\left(\mathbf{x}_{i}\right) / n^{+}$. We depart from reasoning directly on the definition of the AUC. Instead, we consider the linearly related definition of the Gini coefficient (11):

$$
\begin{equation*}
G=2 \cdot A U C-1 \tag{4}
\end{equation*}
$$

for which the maximization problem is equivalent. The Gini coefficient (also known as Accuracy Ratio) is defined starting from the Cumulative Accuracy Profile (CAP), which maps relative rank to TPR. The Gini coefficient can be written as $G=A /(A+B)$ where $A$ is the area of the CAP between the diagonal and the line of the classifier $h$, and $B$ is the area between the line of $h$ and the line of a perfect classifier $h^{\star}$. A perfect classifier assigns a score of 1 to positives and a score of 0 to negatives; hence it ranks all positives first, then all negatives afterwards. The diagonal line represents the performance of a random classifier. In summary, the Gini coefficient measures the discriminative power of a probabilistic classifier as a fraction of the difference in power between a perfect classifier and a random classifier. Using the CAP plot and the Gini coefficient will be crucial in proving our results. Figure 1 shows a sample CAP plot where the axes are ranks and true positives instead of their relative counterparts. The Gini coefficient can equivalently be computed as ratio $A n^{+} n /\left(A n^{+} n+B n^{+} n\right)$. We observe that $(A+B) n^{+} n$ is $n^{+} n^{+} / 2$ (the area of $h^{\star}$ for positives) plus $n^{-} n^{+}$ (the area of $h^{\star}$ for negatives) minus $n^{+} n / 2$ (the area under the diagonal). Hence $A+B=n^{-} /(2 n)=p^{-} / 2$.

Let us define $r^{\prime}\left(\mathbf{x}_{i}\right)=n-r\left(\mathbf{x}_{i}\right)+1$, i.e. $r^{\prime}\left(\mathbf{x}_{i}\right)$ is the rank over the nondescending scores. We show next a (sufficient) condition to improve $\widehat{A U C}\left(h, g \mid S_{n}\right)$ by abstaining on positive instances.

Proposition 1. For any (number of) positive instance $\mathbf{x}_{i}$ such that $g\left(\mathbf{x}_{i}\right)=1$ and:

$$
\begin{equation*}
\frac{r^{\prime}\left(\mathbf{x}_{i}\right)}{n} \leq \widehat{A U C}\left(h, g \mid S_{n}\right) \cdot p^{-} \tag{5}
\end{equation*}
$$

we have: $\widehat{A U C}\left(h, g \mid S_{n}\right) \leq \widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)$, where $g^{\prime}\left(\mathbf{x}_{i}\right)=0$ and $g^{\prime}(\mathbf{x})=g(\mathbf{x})$ otherwise. The inequality is strict if at least one such $\mathbf{x}_{i}$ exists in $S_{n}$.

Proof (Proof). By 4), we can equivalently show the result for the Gini coefficient. Let $G=A /(A+B)$, and let $\bar{G}=\bar{A} /(\bar{A}+\bar{B})$ be the Gini coefficient after removing


Fig. 1: Sample CAP plot with $n=20$ and $n^{+}=7$.

Fig. 2: CAP plot before removing a positive instance.

Fig. 3: CAP plot after removing a positive instance.
(a.k.a., abstaining on) one positive instance $\mathbf{x}_{i}$. We have $A+B=n^{-} /(2 n)$ and $\bar{A}+\bar{B}=n^{-} /(2(n-1))$. Then $\bar{G}>G$ iff:

$$
\begin{equation*}
\bar{A}(n-1)>A n \tag{6}
\end{equation*}
$$

As $r^{\prime}\left(\mathbf{x}_{i}\right)=n-r\left(\mathbf{x}_{i}\right)+1$, we have that $\bar{A}$ is related to $A$ as follows:

$$
\begin{equation*}
\bar{A}+\frac{1}{2}=\left(A+\frac{1}{2}-\left[\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)-1\right)+\left(t\left(\mathbf{x}_{i}\right)-1\right)+1 / 2}{n^{+} n}\right]\right)_{\left(n^{+} n\right.}^{\left(n^{+}-1\right)(n-1)} \tag{7}
\end{equation*}
$$

Using such equality, the condition in (6) can be simplified to (see Appendix for full derivation):

$$
\frac{r^{\prime}\left(\mathbf{x}_{i}\right)}{n} \leq A+\frac{p^{-}}{2}+\frac{\left(n^{+}-t\left(\mathbf{x}_{i}\right)\right)}{n}
$$

Since $n^{+} \geq t\left(\mathbf{x}_{i}\right)$, the inequality above is satisfied if:

$$
\begin{equation*}
\frac{r^{\prime}\left(\mathbf{x}_{i}\right)}{n} \leq A+\frac{p^{-}}{2} \tag{8}
\end{equation*}
$$

By (4) and $G=A /(A+B)=2 A / p^{-}$, we have $A+p^{-} / 2=\widehat{A U C}\left(h, g \mid S_{n}\right) \cdot p^{-}$, and thus the conclusion (5) holds after removing one positive instance. Let us then consider the case when we remove $(1-\alpha) n^{+}$positive instances, with $\alpha \in[0,1[$. Inequality (8) becomes:

$$
\begin{equation*}
\frac{r^{\prime}\left(\mathbf{x}_{i}\right)}{n} \leq A_{\alpha} \frac{\left(n^{-}+\alpha n^{+}\right)}{n}+\frac{p^{-}}{2} \tag{9}
\end{equation*}
$$

where $A_{\alpha}$ is the numerator of the Gini fraction after removing $(1-\alpha) n^{+}$positives. By repeatedly removing one positive instance at a time, (6) implies that $A_{\alpha}\left(n^{-}+\right.$ $\left.\alpha n^{+}\right)>A n$. Therefore, if (5) holds, then (9) holds for any $\alpha$. Therefore, by removing as many as possible positive instances $\mathbf{x}_{i}$ such that (5) holds, we increase the Gini coefficient, and, a fortiori, the $\widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)$.

A key step in the proof is equation (7). Let us give some intuitions. Abstaining on a positive instance means removing some areas in the CAP plot, as shown
in grey in Figure 2. The vertical grey band consists of $t\left(\mathbf{x}_{i}\right)-1$ cells in the $n n^{+}$ grid. The horizontal grey band consists of $r^{\prime}\left(\mathbf{x}_{i}\right)-1$ cells. In addition, an area of $1 / 2$ is removed from the cell with the increase of the classifier line. Finally, after removing those areas, the grid is rescaled from $n n^{+}$to $\left(n^{+}-1\right)(n-1)$, which provides the rescaling factor in 7 ). Figure 3 shows the CAP plot after removing a positive instance.

A similar result holds when removing negative examples. The condition is based on the TPR of the removed instance.

Proposition 2. For any (number of) negative instance $\mathbf{x}_{i}$ such that $g\left(\mathbf{x}_{i}\right)=1$ and:

$$
\begin{equation*}
\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} \leq \widehat{A U C}\left(h, g \mid S_{n}\right)-\frac{1}{n^{+}} \tag{10}
\end{equation*}
$$

we have: $\widehat{A U C}\left(h, g \mid S_{n}\right) \leq \widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)$, where $g^{\prime}\left(\mathbf{x}_{i}\right)=0$ and $g^{\prime}(\mathbf{x})=g(\mathbf{x})$ otherwise. The inequality is strict if at least one such $\mathbf{x}_{i}$ exists in $S_{n}$.

In general, the selection functions $g^{\prime}$ in Prop. 1 and Prop. 2 are not scorebounded. Let us assume that $g(\mathbf{x})=1$ for all $\mathbf{x}$, hence $\overline{A U C}\left(h, g \mid S_{n}\right)=$ $\widehat{A U C}\left(h \mid S_{n}\right)$. We can easily lift condition 5 to scores as follows:

$$
h\left(\mathbf{x}_{i}\right) \leq \hat{q}_{n}\left(\widehat{A U C}\left(h \mid S_{n}\right) \cdot p^{-}\right)=\theta_{u}
$$

where $\hat{q}_{n}$ is the empirical quantile function over the scores $\left\{h\left(\mathbf{x}_{i}\right) \mid\left(\mathbf{x}_{i}, y_{i}\right) \in S_{n}\right\}$. As a consequence, $g^{\prime}$ is score bounded as it boils down to $g^{\prime}(\mathbf{x})=0$ iff $0 \leq h(\mathbf{x}) \leq$ $\theta_{u}$. Regarding 10 , since TPR is anti-monotonic with the scores, we can restate the condition as follows:

$$
\theta_{l}=\hat{q}_{n^{+}}\left(\widehat{A U C}\left(h \mid S_{n}\right)-1 / n^{+}\right) \leq h\left(\mathbf{x}_{i}\right)
$$

where $\hat{q}_{n^{+}}$is the empirical quantile function over the scores of the positives $\left\{h\left(\mathbf{x}_{i}\right) \mid\left(\mathbf{x}_{i}, 1\right) \in S_{n}\right\}$. In this case, $g^{\prime}$ is score bounded as $g^{\prime}(\mathbf{x})=0$ iff $\theta_{l} \leq$ $h(\mathbf{x}) \leq 1$.

In summary, if $h\left(\mathbf{x}_{i}\right)$ is within the bounds $\theta_{l}$ and $\theta_{u}$, then, irrespective whether $\mathbf{x}_{i}$ is positive or negative, by abstaining on $\mathbf{x}_{i}$ we obtain an increase in $\widehat{A U C}$. In summary, we have the following result.

Proposition 3. Called $\theta_{l}=\hat{q}_{n^{+}}\left(\widehat{A U C}\left(h \mid S_{n}\right)-1 / n^{+}\right)$and $\theta_{u}=\hat{q}_{n}\left(\widehat{A U C}\left(h \mid S_{n}\right)\right.$. $p^{-}$), we define $g(x)$ as:

$$
g(\mathbf{x})= \begin{cases}0 & \text { if } \theta_{l} \leq h(\mathbf{x}) \leq \theta_{u} \\ 1 & \text { otherwise }\end{cases}
$$

Then we have: $\widehat{A U C}\left(h \mid S_{n}\right) \leq \widehat{A U C}\left(h, g \mid S_{n}\right)$. The inequality is strict if at least one $\mathbf{x}_{i}$ exists in $S_{n}$ such that $g\left(\mathbf{x}_{i}\right)=0$.

```
Algorithm 1: EstimateThetasAUC()
    Input : \((\mathbf{s}, \mathbf{y})\) - scores and true class labels
    Output: \(\left(\theta_{l}, \theta_{u}\right)\) - bounds for AUC-based selective classification
    \(n, n^{+}, p^{-} \leftarrow|\mathbf{y}|,|\mathbf{y}==1|, 1-n^{+} / n\)
    \(\widehat{A U C} \leftarrow A U C \cdot R O C(\mathbf{s}, \mathbf{y})\)
        // compute empirical AUC
    \(u \leftarrow\left\lfloor\widehat{A U C} \cdot p^{-} \cdot n\right\rfloor\)
    \(\operatorname{tpr} \leftarrow 1-\operatorname{cum} \cdot \operatorname{sum}(\mathbf{y}[\operatorname{order}(\mathbf{s})]) / n^{+}\)
        // compute true positive rates
    \(l \leftarrow \operatorname{search} . \operatorname{sorted}\left(\mathbf{t p r}, \widehat{A U C}-1 / n^{+}\right) \quad / / \theta_{l}\) position
    \(6 \mathrm{ss} \leftarrow \operatorname{sort}(\mathrm{s})\)
    // sort scores ascending
    \(7 \theta_{l}, \theta_{u} \leftarrow \mathbf{s s}[l], \mathbf{s s}[u] \quad / /\) bounds of \(g\)
    8 return \(\left(\theta_{l}, \theta_{u}\right)\)
```


## 5 The AUCROSS algorithm

Alg. 1 shows a procedure to calculate the bounds stated in Prop. 3 starting from empirical scores and true class labels.

We devise an approach for lifting $H$ to an AUC-selective classifier from this procedure. We call this induction algorithm AUCross. The approach differs from existing methods in several aspects. First, it aims to determine thresholds $\theta_{l}$ and $\theta_{u}$ specifically designed for the AUC selective classification problem (2). Second, we prevent setting apart a validation set from the training set (as done in state-of-the-art methods) to be able to fit the classifier $h$ on the whole available training set. Since the goal is to estimate quantiles over the (unknown) population of scores of the classifier $h$, we approximate sampling from such a population by using a cross-fitting strategy, as in (35) ${ }^{1}$. Third, existing state-of-the-art methods calibrate the selection function by computing the empirical quantile of scores over a validation set. We adopt a quantile estimator based on subsamples, which improves over the variance of a full-sample quantile estimator. The theoretical backbone of our approach is based on the results by (31), reported next for completeness.

Theorem 4 ((31), Theorem 3). Given a random sample distributed according to $F$, satisfying some regularity conditions, and $K$ non-overlapping subsamples of it, let $\hat{q}(\alpha)$ be the empirical $\alpha$-quantile estimator of $F$ over the whole sample, and $\bar{q}(\alpha)$ a weighted average of the empirical quantile estimators of $F$ over the subsamples. For $t \in[0,1]$, let us define the linear combination $\tilde{q}(\alpha)=$ $t \hat{q}(\alpha)+(1-t) \bar{q}(\alpha)$. The variance of $\tilde{q}(\alpha)$ is minimized for $t=1 / \sqrt{2}, K=2$ and equally sized subsamples.

The sample quantile $\hat{q}(\alpha)$ is known to be asymptotically normal. The weighted mean of subsample quantiles $\bar{q}(\alpha)$ is first-order equivalent to $\hat{q}(\alpha)$. The above

[^0]theorem states the conditions for minimizing the variance of (the second-order term of) any linear combination of the two estimators.

We report the pseudo-code of AUCross in Alg. 2 .

```
Algorithm 2: AUCROSS.fit()
    Input : (X, y) - training set,
                \(H\) - binary probabilistic classifier,
                \(c\) - target coverage,
                    \(K\) - number of folds
    Output: \((h, g)\) - selective classifier
    Lbs, Ubs \(\leftarrow[]\), []
    // empty lists of bounds
    \(S \leftarrow\) StratifiedKFold \(((\mathbf{X}, \mathbf{y}), K)\)
        // stratified \(K\)-fold partition
    for \(\mathbf{X}_{k}, \mathbf{y}_{k} \in S\) do // for each fold
        \(\left(\mathbf{X}_{k}^{\prime}, \mathbf{y}_{k}^{\prime}\right)=\left(\mathbf{X}-\mathbf{X}_{k}, \mathbf{y}-\mathbf{y}_{k}\right) \quad / /\) training data
        \(h_{k} \leftarrow H . f i t\left(\mathbf{X}_{k}^{\prime}, \mathbf{y}_{k}^{\prime}\right) \quad / / \operatorname{train} k^{t h}\) classifier
        \(\mathbf{s}_{k} \leftarrow h_{k} \cdot \operatorname{score}\left(\mathbf{X}_{k}\right) \quad / /\) score test data
    \(\mathbf{s} \leftarrow \cup_{k=1}^{K} \mathbf{s}_{k} \quad / /\) store all the scores
    \(n \leftarrow|\mathbf{y}| \quad / /\) number of instances
    \(\theta_{l}, \theta_{u} \leftarrow\) EstimateThetasAUC(s,y)// bounds for scores over whole training set
    \(J \leftarrow \operatorname{KFold}((\mathbf{s}, \mathbf{y}), 2) \quad / /\) split scores and actual values in two sub-samples
    for \(\left(\mathbf{s}_{j}, \mathbf{y}_{j}\right) \in J\) do // for each sub-sample
        \(\theta_{l_{j}}, \theta_{u_{j}} \leftarrow\) EstimateThetasAUC \(\left(\mathbf{s}_{j}, \mathbf{y}_{j}\right)\)
    \(\theta_{u^{*}} \leftarrow \frac{1}{\sqrt{2}} \theta_{u}+\left(1-\frac{1}{\sqrt{2}}\right) \sum_{i=1}^{2} \frac{\theta_{u_{i}}}{2} \quad\) // estimate of \(\theta_{u}\)
    \(\theta_{l^{*}} \leftarrow \frac{1}{\sqrt{2}} \theta_{l}+\left(1-\frac{1}{\sqrt{2}}\right) \sum_{i=1}^{2} \frac{\theta_{l_{i}}}{2} \quad / /\) estimate of \(\theta_{l}\)
    mid \(\leftarrow\left\lfloor n \cdot\left(\theta_{u^{*}}+\theta_{l^{*}}\right) / 2\right\rfloor \quad / /\) compute mid point position
    \(\delta \leftarrow n \cdot(1-c) / 2 \quad\) // half-width of rejection area
    \(u^{\prime} \leftarrow \min \{\lfloor\operatorname{mid}+\delta\rfloor, n\} \quad / /\) upper bound position
    \(l^{\prime} \leftarrow \max \{1,\lfloor\operatorname{mid}-\delta\rfloor\} \quad / /\) lower bound position
    ss \(\leftarrow \operatorname{sort}(\mathbf{s}) \quad / /\) sort scores ascending
    \(\theta_{l^{\prime}}, \theta_{u^{\prime}} \leftarrow \mathbf{s s}\left[l^{\prime}\right], \mathbf{s s}\left[u^{\prime}\right] \quad / /\) bounds of \(g\)
    \(h \leftarrow H . f i t(\mathbf{X}, \mathbf{y}) \quad / /\) train classifier
    \(g \leftarrow \operatorname{lambda} \mathbf{x}: 1-\mathbb{1}\left(\theta_{l^{\prime}} \leq h . \operatorname{score}(\mathbf{x}) \leq \theta_{u^{\prime}}\right)\)
    // selection function
    23 return \((h, g)\)
```

AUCross iterates over a stratified $K$-fold partitioning of the training set (lines 3-6 of Alg. 2), where, for each of the folds $k$, we use $K-1$ folds to train a classifier $h_{k}$ (using $H$ ) and to predict scores $h_{k}\left(\mathbf{X}_{k}\right)$ over the fold $k$ (lines $4-5)$. We store all these predictions in $\mathbf{s}$ (line 7), and we use them to compute quantiles according to Prop. 3 (line 9 and Alg. 11). Since $\theta_{l}$ and $\theta_{u}$ are quantiles estimates, we can improve their second-order behaviour by randomly splitting the obtained scores and the target variable ( $\mathbf{s}, \mathbf{y}$ ) into two parts (line 10) and repeat the estimation of quantiles over subsamples (lines 11-12). We combine the

Table 1: Experimental datasets.

| Dataset | Feature | aining Size | Test Size | Positive Rate |
| :---: | :---: | :---: | :---: | :---: |
| Adult | 55 | 30,162 | 15,060 | . 246 |
| Lendınaclub | 65 | 1,364,697 | 445,912 | . 225 |
| Grveme | 12 | 112,500 | 37,500 | . 067 |
| UCICTeart | 23 | 22,500 | 7,500 | . 221 |
| CSDST 1 | 155 | 230,409 | 76,939 | . 144 |
| CSDS2 1 | 35 | 37,100 | 12,533 | . 018 |
| CSDS3 11) | 144 | 71,177 | 23,288 | . 253 |
| CatsVsDoqs | $64 \times 64$ | 20,000 | 5,000 | . 500 |
| CIFAR-10-cat | 32x32 | 50,000 | 10,000 | . 100 |

estimates according to Thm. 4 to obtain the final quantiles $\theta_{l^{*}}$ and $\theta_{u^{*}}$ (lines 13-14).

The quantile estimation methods considered so far, and in particular $\theta_{l}$ and $\theta_{u}$ in Prop. 3, are intended to maximize the AUC independently of the desired coverage $c$. To address the minimum coverage constraint $c$, we centre the rejection area at the midpoint between the instances with score $\theta_{l^{*}}$ and $\theta_{u^{*}}$ (line 15). Such a mid point mid is the median of the distribution of scores from $\theta_{l^{*}}$ up to $\theta_{u^{*}}$. We consider a rejection area $\left[l^{\prime}, u^{\prime}\right]$ centered in mid and with width $n \cdot(1-c)$, also checking not to exceed the range $[1, n]$ (lines $16-18$ ). The final selective classifier $(h, g)$ is then obtained by: (i) fitting $H$ on the whole sample to get $h$ (line 21); (ii) setting the bounds in the selection function $g$ to the scores $\theta_{l^{\prime}}$ and $\theta_{u^{\prime}}$ at the boundaries $l^{\prime}$ and $u^{\prime}$ of the rejection area (lines 20 and 22).

We point out that the bounds computed by AUCross may be sup-optimal, either because they do not achieve the minimum target coverage $c$ or do not maximize the AUC. Even when restricting to the class of score-bounded selection functions, the reached AUC may be sub-optimal: for instance, we used (8) as a sufficient but not necessary condition during the proof of Prop. 1. We investigate the experimental performance of AUCross in the next section, also concerning such theoretical caveats.

## 6 Experiments

We run experiments on nine real-world datasets (seven tabular datasets and two image datasets). We split available data instances into $75 \%$ for training selective classifiers and $25 \%$ for performance testing. When possible, the split was based on timestamps to allow for out-of-time validation. Otherwise, a stratified random split is performed. A summary of the experimental datasets is reported in Table 1, including the number of features, size for training and test, and the rate of positives in the test set. For the sake of space, we detail the pre-processing procedures in the Appendix. We only mention here that, since we are interested in a binary classification task, we labelled all the cat images of CIFAR-10-cat as the positive class, while images of other classes are considered as negatives. Experiments were run on a machine with 96 cores equipped with $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R})$ Gold 6342 CPU @ 2.80 GHz and two NVIDIA RTX A6000, OS Ubuntu 20.04.4, programming language Python 3.8.12.

AUCross vs Oracle The first experiment evaluates how well the AUCross algorithm approximates the optimal solution to the problem of maximizing

Table 2: Absolute deviation in empirical AUC of AUCross w.r.t. an Oracle.

| $\mathbf{c}$ | Adult Lending GiveMe UCICredit CSDS1 CSDS2 | CSDS3 CatsVsDogs CIFAR-10-cat |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .99 | .0003 | .0000 | .0004 | .0008 | .0003 | .0057 | .0001 | .0000 |
| .05 | .0011 | .0000 | .0009 | .0008 | .0012 | .0050 | .0005 | .0000 |
| .90 | .0022 | .0000 | .0004 | .0007 | .0024 | .0080 | .0011 | .0000 |
| .85 | .0033 | .0000 | .0003 | .0013 | .0033 | .0027 | .0017 | .0004 |
| .80 | .0033 | .0000 | .0006 | .0007 | .0039 | .0006 | .0020 | .0004 |
| .75 | .0037 | .0001 | .0005 | .0001 | .0053 | .0027 | .0023 | .0000 |
| .0016 |  |  |  |  |  |  |  |  |

* AUC Oracle: $0.929-\left(\theta_{l}, \theta_{u}\right):(0.213,0.437)$
- AUC AUCross: $0.924-\left(\theta_{l}, \theta_{u}\right):(0.095,0.229)$


Fig. 4: AUC by varying bounds: Adult and $c=.90$.
$\widehat{A U C}\left(h, g \mid S_{n}\right)$ s.t. $\hat{\phi}\left(g \mid S_{n}\right) \geq c$ over the test set $S_{n}$, considering the family of score-bounded selection functions. For tabular data, $h$ is fixed to a LightGBM classifier (28) with default hyperparameters. For image data, we used a VGG architecture as a base classifier (38), trained with cross-entropy loss. We enumerate all the score-bounded selection functions $g(\mathbf{x})=0$ iff $\theta_{l} \leq h(\mathbf{x}) \leq \theta_{u}$ by varying the bounds $\theta_{l}, \theta_{u} \in\left\{h\left(\mathbf{x}_{i}\right) \mid\left(\mathbf{x}_{i}, y\right) \in S_{n}\right\}$ such that $\hat{\phi}\left(g \mid S_{n}\right) \geq c$. The Oracle approach chooses the function $g$ which maximizes $\overline{A U C}\left(h, g \mid S_{n}\right)$. It requires knowing the true class of instances in $S_{n}$; hence it is not feasible in practice. Table 2 shows the difference between the empirical AUC ( $\widehat{A U C})$ achieved by the Oracle and the one of AUCross on the test sets of the experimental datasets (the value of the empirical AUC for AUCross is reported in Table 3 and discussed later on). We notice that AUCross reaches the Oracle performance for the LendingClub and CatsVsDogs datasets. For the datasets Adult, CSDS1, CSDS3 and CIFAR-10-cat, there are larger violations for smaller c's, while we do not see such a trend for GiveMe, UCICredit and CSDS2. This suggests that the strategy of centring the rejection area at a midpoint (line 15 of Alg. 2) might be sub-optimal. Figure 4 shows the performance over the space of bounds in a specific case, highlighting the bounds of Oracle and AUCross.

AUCross vs baselines We compare the performance of AUCross to a few baselines. The first one is a bounded-improvement version of the plug-in rule (24) (PlugIn). PlugIn uses softmax as confidence function, i.e., in the binary case, $g(x)=\mathbb{1}(\max \{h(x), 1-h(x)\}>\theta)$, and it estimates the $\theta$ parameter as the $(1-c)$ quantile on a validation set. Such an approach requires splitting the training set into a dataset for building the classifier and a validation set for estimating $\theta$ ( $10 \%$ of the original dataset in our experiments). In contrast, AUCross allows for building the classifier using the whole training set. Second, we consider two hybrid versions of AUCross and PlugIn: (1) a plug-in rule specialized for AUC (PlugInAUC), i.e., that uses a score-bounded selection function by estimating bounds as in Alg. 1 on a validation set; (2) a cross-fitting version of PlugIn (called SCross by (35)), where the selection function is softmax and the estimation of the bounds exploits the second-order improvement of of Thm. 4. These two variants allow us to evaluate the relative contributions of the two key elements of our approach: the estimation of AUC-specific bounds (Prop. 3), and the cross fitting approach paired with the second-order quantile estimation strategy (Thm. 4). We also consider two state-of-the-art methods for selective classification, namely the SelectiveNet (18) (SelNet), and the Self Adaptive Training (26) (SAT) methods. The approach from (37) is not included in the baselines since it rejects the comparison of pairs of instances, while we focus on the rejection of predictions on instances in isolation.

For tabular data, SelNet and SAT are built using a ResNet structure (20), while AUCross, PlugIn, PlugInAUC and SCross are based on a LightGBM classifier. We report in the Appendix results for other base classifiers. For CatsVsDogs, a VGG architecture (38) is used for all the methods. For all the DNN approaches, we set 300 epochs in training, Stochastic Gradient Descent as an optimizer, a learning rate of .1 decreased by a factor .5 every 25 epochs, as in

Table 3: Performance metrics (1,000 bootstrap runs over the test set, results as mean $\pm$ stdev). $V$ (for violation) is the absolute difference between the empirical coverage and the target coverage $c$.

the original papers. All the parameters of base classifiers are left as the default ones. See the Appendix for details.

Table 3 shows performance metrics (mean $\pm$ stdev) evaluated on 1,000 bootstrap runs of the test set: the empirical coverage $\hat{\phi}\left(g \mid S_{n}\right)$ and the empirical AUC $\widehat{A U C}\left(h, g \mid S_{n}\right)$. Resorting to bootstrap allows for calculating standard errors of the metric $s^{2}(36)$. Moreover, it allows for quantifying the generalizability of the methods to perturbations of the test set. Additional results on the selective

[^1]accuracy and the positive rat $]^{3}$ metrics are reported in the Appendix. Results in Table 3 show that AUCross achieves an empirical coverage close to the target $c$ in most of the cases for tabular data. The most significant violation occurs for LendingClub, where also all the other methods fail to reach the target coverage. In particular, SAT performs poorly on such a dataset. The other largest violation occurs for CIFAR-10-cat. Here, also the other cross-fitting-based algorithm (SCROSS) fails to reach the target one. Interestingly, the runner-up method w.r.t. coverage is PlugInAUC, which has the smallest average violation. A striking case is the CSDS2 dataset, which is the most imbalanced one with a positive rate of $1.8 \%$. Here, both AUCross and PlugInAUC have small violations, while all other approaches have larger ones. We argue that this is due to the bounds determined by Prop. 1 and Prop. 2, which are specific for positives and negatives, respectively, while the other methods calibrate the selection function independently of the class labels. Regarding the empirical AUC, AUCross and PlugInAUC outperform the other methods in most cases. For unbalanced datasets such as for GiveMe, CSDS1 and CSDS2, the empirical AUC drops for smaller coverages, contrarily to what is expected. Such behaviour does not occur for those methods that estimate bounds specifically for the AUC, i.e. AUCross and PlugInAUC. We show in the Appendix that a trade-off exists in terms of selective accuracy, as both AUCross and PlugInAUC are outperformed concerning the accuracy over the accepted region. This is not surprising since they are optimizing the AUC metric, and it is well-known that accuracy and AUC cannot be jointly optimized (6). The results in the Appendix also show that optimizing accuracy compromises the positive rate, while our approach is fairer in this sense.

Finally, consider the running time performances (see the Appendix for details). AUCross and SCross require $K$ executions of the base classifier (loop at lines 36 of Alg. 22, while all other baselines train a single (selective) classifier. On tabular data, using efficient base classifiers results in a reasonably low total running time. Those two strategies are instead computationally expensive for image data, where DNN base classifiers are adopted. However, we observe that PlugInAUC exhibits performances comparable to SELNET and SAT for CatsVsDogs, and it outperforms them in the case of CIFAR-10-cat. In summary, we recommend using AUCross for tabular datasets and PlugInAUC for image datasets.

## 7 Conclusions

Selective classification can help prevent poor or even harmful decisions by abstaining from making an output, possibly demanding the decision to a human. We have extended the selective classification framework to a widely used classifier evaluation metric, the Area Under the ROC Curve. Through an analytic characterization, we devised methods for computing an estimator of the best score-bounded selection function. These methods are effective and outperform existing approaches designed for optimizing accuracy.

[^2]Limitations that require future work include the following. First, the approach should be extended to multi-class classification, for which the notion of AUC has been considered, e.g., the Volume Under the Surface (14), the average of pairwise binary AUCs (the M metric) (21), or the AUC- $\mu$ (30). Second, since selective classification might amplify unfair decisions (27), we intend to study how to account for fairness metrics in the context of AUC-based selective classification. Third, as suggested by our experimental results, we could better determine the bounds for a target coverage $c$, reconsidering the choice of centring the rejection area in the midpoint of the bounds of Prop. 3. As shown in Table 2, this is especially relevant for large $c$ 's. Lastly, AUC-based selective classification can be extended to the metric of weighted AUC (13, 29), where instances are weighted by importance.
Reproducibility Data and source code can be downloaded from https://github.com/andrepugni/AUCbasedSelectiveClassification.
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Supplementary Materials for AUC-based selective classification

## A APPENDIX

## A. 1 Proofs

Proposition 1.
Proof. The missing part of the proof consists of the following equivalence:

$$
\begin{aligned}
\bar{G}> & G \text { iff } \bar{A}(n-1)>A n \\
& \text { iff }\{\text { by }(7)\} \\
& \text { iff }\left(\left(A+\frac{1}{2}-\left[\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)-1\right)+\left(t\left(\mathbf{x}_{i}\right)-1\right)+1 / 2}{n^{+} n}\right]\right) \frac{n^{+} n}{\left(n^{+}-1\right)(n-1)}-\frac{1}{2}\right)(n-1)>A n \\
& \text { iff }\left(A+\frac{1}{2}-\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)+t\left(\mathbf{x}_{i}\right)-1.5\right)}{n^{+} n}\right) \frac{n^{+} n}{\left(n^{+}-1\right)}-\frac{(n-1)}{2}>A n \\
& \text { iff } A \frac{n^{+} n}{\left(n^{+}-1\right)}+\frac{n^{+} n}{2\left(n^{+}-1\right)}-\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)+t\left(\mathbf{x}_{i}\right)-1.5\right)}{\left(n^{+}-1\right)}-\frac{(n-1)}{2}>A n \\
& \text { iff } A \frac{n}{\left(n^{+}-1\right)}+\frac{n^{+} n}{2\left(n^{+}-1\right)}-\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)+t\left(\mathbf{x}_{i}\right)-1.5\right)}{\left(n^{+}-1\right)}-\frac{(n-1)}{2}>0 \\
& \text { iff } A \frac{n}{\left(n^{+}-1\right)}+\frac{n^{+} n-(n-1)\left(n^{+}-1\right)}{2\left(n^{+}-1\right)}-\frac{\left(r^{\prime}\left(\mathbf{x}_{i}\right)+t\left(\mathbf{x}_{i}\right)-1.5\right)}{\left(n^{+}-1\right)}>0 \\
& \text { iff } A n+\frac{n+n^{+}-1}{2}-\left(r^{\prime}\left(\mathbf{x}_{i}\right)+t\left(\mathbf{x}_{i}\right)-1.5\right)>0 \\
& \text { iff } A n+\frac{n+n^{+}}{2}-t\left(\mathbf{x}_{i}\right)>r^{\prime}\left(\mathbf{x}_{i}\right)-1 \\
& \text { iff } A n+\frac{n+n^{+}}{2}-t\left(\mathbf{x}_{i}\right) \geq r^{\prime}\left(\mathbf{x}_{i}\right) \\
& \text { iff } A n+\frac{n-n^{+}}{2}+\left(n^{+}-t\left(\mathbf{x}_{i}\right)\right) \geq r^{\prime}\left(\mathbf{x}_{i}\right) \\
& \text { iff } \frac{r^{\prime}\left(\mathbf{x}_{i}\right)}{n} \leq A+\frac{p^{-}}{2}+\frac{\left(n^{+}-t\left(\mathbf{x}_{i}\right)\right)}{n}
\end{aligned}
$$

## Proposition 2.

Proof. We can equivalently show the result for the Gini coefficient. Let $G=$ $A /(A+B)$, and let $\bar{G}=\bar{A} /(\bar{A}+\bar{B})$ be the Gini coefficient after removing (a.k.a., abstaining on) one negative instance $\mathbf{x}_{i}$. We have $\bar{A}+\bar{B}=\left(n^{-}-1\right) /(2(n-1))$. Then $\bar{G}>G$ iff

$$
\begin{equation*}
\bar{A}(n-1) n^{-}>A n\left(n^{-}-1\right) \tag{11}
\end{equation*}
$$

As in Proposition 1, we can link the area $\bar{A}$ after the removal of the negative instance $\mathbf{x}_{i}$ to the original area $A$ as follows:

$$
\bar{A}+\frac{1}{2}=\left(A+\frac{1}{2}-\frac{t\left(\mathbf{x}_{i}\right)}{n^{+} n}\right) \frac{n}{n-1}
$$

As for the positive case, this can be intuitively understood by looking at Figure 5. where the grey area highlights the loss from the original CAP plot after we remove the negative instance. Then we rescale to account for the new number of instances, as in Figure 6. Then:

$$
\begin{aligned}
\bar{G}>G & \text { iff }\left(\left(A+\frac{1}{2}-\frac{t\left(\mathbf{x}_{i}\right)}{n^{+} n}\right) \frac{n}{n-1}-\frac{1}{2}\right)(n-1) n^{-}>A n\left(n^{-}-1\right) \\
& \text { iff }\left(A+\frac{1}{2}-\frac{t\left(\mathbf{x}_{i}\right)}{n^{+} n}\right) n n^{-}-\frac{(n-1) n^{-}}{2}>A n\left(n^{-}-1\right) \\
& \text { iff } A n n^{-}+\frac{n n^{-}}{2}-\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} n^{-}-\frac{(n-1) n^{-}}{2}>A n n^{-}-A n \\
& \text { iff } A n+\frac{n n^{-}}{2}-\frac{(n-1) n^{-}}{2}>\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} n^{-} \\
& \text {iff } A \frac{n}{n^{-}}+\frac{1}{2}>\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} \\
& \text {iff } A \frac{n}{n^{-}}+\frac{1}{2}-\frac{1}{n^{+}} \geq \frac{t\left(\mathbf{x}_{i}\right)}{n^{+}}
\end{aligned}
$$

Since $\widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)=(G+1) / 2=\left(2 A / p^{-}+1\right) / 2=A^{n} / n^{-}+1 / 2$, and

$$
\begin{equation*}
\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} \leq \widehat{A U C}\left(h, g \mid S_{n}\right)-\frac{1}{n^{+}} \tag{12}
\end{equation*}
$$

is assumed to hold, we have the $\bar{G}>G$ (a.k.a., the conclusion of Proposition 2) after removing one negative instance. Moreover, if 12 holds for a second negative instance $\mathbf{x}_{i}$, then:

$$
\frac{t\left(\mathbf{x}_{i}\right)}{n^{+}} \leq \widehat{A U C}\left(h, g \mid S_{n}\right)-\frac{1}{n^{+}} \leq \widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)-\frac{1}{n^{+}}
$$

where $g^{\prime}$ abstains on the first negative instance. In fact, $\bar{G}>G$ implies that $\widehat{A U C}\left(h, g \mid S_{n}\right)<\widehat{A U C}\left(h, g^{\prime} \mid S_{n}\right)$. Therefore, we can iterate the conclusion that the Gini coefficient (or, equivalently, empirical AUC) increases by abstaining on any number of negative instances that satisfy the assumption of Proposition 2.


Fig. 5: CAP plot before removing a negative instance.


Fig. 6: CAP plot after removing a negative instance.

## A. 2 Datasets description

Adult is an extract from the 1994 US Census, with class the binarization of income into $\leq 50 K$ and $>50 K$. The final training set contains 30,162 instances and 55 features after one-hot encoding. The test set size is 15,060 .

LendingClub regards repaying a loan obtained by an online platform. We used a temporal split to build the final training set (1,364,697 instances) and the test set ( 445,912 instances). The dataset has 65 features.

The GiveMe dataset aims at predicting the financial distress of a borrower within two years. The training and the test set were obtained by stratified random sampling, and they contain 12 features, and 112,500 and 37,500 instances respectively.

UCICredit regards credit card defaults in Taiwan. This dataset from (9) concerns whether or not a credit card holder will default in the next six months (44). Training and test sets were obtained by stratified random sampling. The training set includes 22,500 instances ( 7,500 for the test set) and 23 features.

CSDS1, CSDS2 and CSDS3 - from (1) - regard predicting defaults in repaying a loan: within six months for CSDS1 (data span over 15 months), within 2 months for CSDS2 (data span over 25 months), and within three months for CSDS3 (data span over 16 months). Training set and test set were divided through a timestamp variable. The training set of CSDS1 consists of 230,409 instances and 155 features (test set size is 76,939 ). For CSDS2, the training set contains 37,100 instances and 35 features (test set size is 12,533 ). For $C S D S 3$, the training set contains 71,177 instances and 144 features (test set size 23,288 ).

The CatsVsDogs dataset is a collection of cats and dogs images. The task here is to distinguish between the two species. The training and test sets were obtained as described in (33). The training set contains 20,000 images, each one of $64 \times 64$ pixels. The test set consists of 5,000 images.

Finally we considered the image dataset CIFAR-10-cat from (32). For each of the 10 class labels, we have $5,00032 \times 32$ images in the training set and 1,000 in
the test set. We transformed it into a binary classification task by using the cat label as the positive class.

## A. 3 Models

AUCross and PlugInAUC. In the main paper we used as base classifier a LightGBM classifier with default parameters. In Tables 6.9 we provide also results for a Logistic Regression and a Random Forest Classifier from sklearn package with default parameters, a ResNet implementation with default parameters from rtdl (20) and a XGBoost from $x g b o o s t$ package with default parameters.
PlugIn and SCross. As for AUCross, we considered a LightGBM classifier with default parameters.


Fig. 7: Scheme for Selective Net architecture.

SelNet. Selective Net is a selective model $(h, g)$ that optimizes at the same time both $h(\mathbf{x})$ and $g(\mathbf{x})$. Its schema is summarized in Figure 7. The architecture is based on four distinct parts: the main body, the predictive head, the selective head and the auxiliary head. The input is initially processed by the main body: it consists of deep layers that are shared by all the three heads. Any type of architecture can be used in this part (e.g., convolutional layers, linear layers, recurrent layers ecc.). The predictive head provides the final prediction $h(\mathbf{x})$; the selective head outputs the selective function $g(\mathbf{x})$; the auxiliary head is used to ensure that the main body part is exposed to all training instances, i.e., it is used to avoid that SelNet overfits on the accepted instances. We used pytorch to model SelNet. For tabular datasets, we built the main body part using ResNet with default parameters provided by $r t d l(20)$, as authors claim that ResNet is a valid baseline on tabular data. For images, we used as the main body the VGG16 architecture (38) as done in the original paper (18). We then added the classification head, the selection head and the auxiliary head following SelNet paper. For CSDS1, Lending and GiveMe the prediction head and the auxiliary head were made by a first linear layer with 512 nodes followed by a batch normalization layer and ReLu activation; a second layer with 256 nodes, batch normalization and ReLu activation; a final dense layer with 128 nodes ending
with two nodes and softmax activation. For the other datasets the classification and auxiliary heads were made by a single linear layer with 128 nodes and a final softmax activation. We built selective heads using a linear layer with 128 nodes, batch normalization, relu activation and another 64-node linear layer ending with a single node and Sigmoid activation. All the models are available in the code here. We point out that the lack of a clear design methodology of the SelectiveNet structure for a given dataset is a major drawback of SELNET compared to the flexibility our model-agnostic method. Models were trained, for an expected coverage $c$, using the same loss function as in (18):
$\mathcal{L}=\alpha \frac{\frac{1}{n} \sum_{i=1}^{n} l\left(h\left(\mathbf{x}_{i}\right), y_{i}\right) g\left(\mathbf{x}_{i}\right)}{\hat{\phi}\left(g \mid S_{n}\right)}+\lambda\left(\max \left(0, c-\hat{\phi}\left(g \mid S_{n}\right)\right)\right)^{2}+(1-\alpha) \frac{1}{n} \sum_{i=1}^{n} l\left(v\left(\mathbf{x}_{i}\right), y_{i}\right)$,
where $h\left(\mathbf{x}_{i}\right)$ is the classification head prediction, $l\left(h\left(\mathbf{x}_{i}\right), y_{i}\right)$ is the cross entropy loss, $g\left(\mathbf{x}_{i}\right)$ is the selection head output over instance $i, v\left(\mathbf{x}_{i}\right)$ is the auxiliary head prediction and $\hat{\phi}\left(g \mid S_{n}\right)=\sum_{i=1}^{n} g\left(\mathbf{x}_{i}\right) / n$ is the empirical coverage. Both parameters $\lambda$ and $\alpha$ are set as in (18) to $\lambda=32$ and $\alpha=.5$. The batch size was 512 for Lending; 128 for GiveMe, CSDS1, CSDS2, CSDS3 and image data; 32 for Adult and UCICredit. The learning procedure was run for 300 epochs with 13 as loss and it used as an optimizer Stochastic Gradient Descent setting learning-rate $=.1$, momentum=.9,Nesterov $=$ True and a decay of .5 every 25 epochs as in the original paper. The training was performed over $90 \%$ of training set instances while we used the remaining $10 \%$ to calibrate the selective head.
$S A T$. Let us consider the standard binary classification problem where the classifier $h$ can produce a score for instance $i$ belonging to class 0 or $1_{4}^{4}$ i.e. in our main paper $s\left(\mathbf{x}_{i}\right)=s_{1}\left(\mathbf{x}_{i}\right)$. SAT (26) introduces an extra class $v$ (representing abstention) during training and replace the confidence function with the score for the additional class $v$. This allows for training a selective classifier in an end-to-end fashion. Given a batch of data pairs $\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}$ of size $M$, the model score $s_{a}\left(\mathbf{x}_{i}\right)$ for class $a$, and its exponential moving average $t_{i}$ for each sample, we optimize the classifier $h$ by minimizing:

$$
\begin{equation*}
\mathcal{L}\left(h_{\theta}\right)=-\frac{1}{M} \sum_{i=1}^{M}\left[t_{i, y_{i}} \log \left(s_{y_{i}}\left(\mathbf{x}_{i}\right)\right)+\left(1-t_{i, y_{i}}\right) \log s_{v}\left(\mathbf{x}_{i}\right)\right] \tag{14}
\end{equation*}
$$

where $s_{y_{i}}\left(\mathbf{x}_{i}\right)$ denotes the score attributed by the classifier to the true class of instance $i$. This loss is a composition of two terms: the first one measures the standard cross-entropy loss between prediction and original label $y_{i}$; the second term acts as the selection function and identifies uncertain samples in the dataset. The value $t_{i, y_{i}}$ trades-off these two terms: if $t_{i, y_{i}}$ is very small, the sample is treated as uncertain and the second term enforces the selective classifier to learn to abstain from this sample; if $t_{i, y_{i}}$ is close to 1 , the loss recovers the standard cross entropy minimization and enforces the selective classifier to make perfect predictions. The

[^3]code was based on the pytorch implementation available here. We employed the same batch sizes as for SELNet and we set up training details as in the original paper of SAT: we used the loss in 14 for 300 epochs and as an optimizer Stochastic Gradient Descent, setting learning-rate $=.1$, momentum=.9,Nesterov=True and a decay of . 5 every 25 epochs. The training was performed over $90 \%$ of training set instances while we used the remaining $10 \%$ to calibrate the selection function.

## A. 4 Other metrics considered

We report results for selective accuracy and positive rate in Table 4. As discussed in the main paper, AUCross and PlugInAUC do not guarantee improvements in terms of accuracy whenever the target coverage decreases. Interestingly, they are able to maintain the positive rate more stable than the compared approaches. Finally, we report training times for all the methods in Table5. PlugInAUC and PlugIn are clear winners over tabular datases as they can exploit fast classifiers. Both AUCross and SCross pay a factor proportional to the number of folds $K$ used in the cross-fitting part of the algorithm. This extra cost can be potentially mitigated on tabular datasets by parallelizing the cross-fitting procedure. Finally, notice that SELNET is the only approach which require a separate run for each target coverage $c$.

## A. 5 Results for different classifiers

We report in Tables $6 \sqrt{9}$ the results for AUCross and PlugInAUC using different classifiers over tabular datasets. Regarding coverage, we see the harshest violations for both AUCross-RandForest and PlugInAUC-RandForest over CSDS2 and for AUCross-ResNet over GiveMe. Coverage violations occur also for Lending dataset, independently of the classifier. Regarding the AUC, both AUCross and PlugInAUC succeed in increasing it while target coverage drops, regardless of the considered base classifier. At the same time, we notice that for all the base classifiers lowering coverage does not guarantee selective accuracy to increase, highlighting once more the trade-off between these two metrics. Finally, we see similar results across all the classifiers for positive rate.

## A. 6 Results for different $K^{\prime}$ 's

We report empirical coverage and selective AUC for different choices of the parameter $K$ in Table 10. The default value $K=5$ shows a slightly better trade-off between empirical coverage and selectice AUC.

Table 4: Performance metrics (1,000 bootstrap runs over the test set, results as mean $\pm$ stdev).


Table 5: Time required for running different methods (in seconds).
Training Time (seconds)

| \|c| | AUCross | lug-In | -IN- | CR | SelNet | SAT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \|.99 | 1.43 | 0.22 | 0.22 | 1.15 | 1787.93 | 2319.66 |
| . 95 | 1.43 | 0.22 | 0.22 | 1.15 | 1779.74 | 2319.66 |
| 3.90 | 1.43 | 0.22 | 0.22 | 1.15 | 1786.99 | 2319.66 |
| 4.85 | 1.43 | 0.22 | 0.22 | 1.15 | 1781.64 | 2319.66 |
| . 80 | 1.43 | 0.22 | 0.22 | 1.15 | 1789.44 | 2319.66 |
| . 75 | 1.43 | 0.22 | 0.22 | 1.15 | 1788.53 | 2319.66 |
| \|.99| | 13.16 | 2.55 | 2.55 | 12.10 | 9168.31 | 14182.26 |
| 20.95 | 13.16 | 2.55 | 2.55 | 12.10 | 9198.68 | 14182.26 |
| . 3.90 | 13.16 | 2.55 | 2.55 | 12.10 | 9187.33 | 14182.26 |
| d. 85 | 13.16 | 2.55 | 2.55 | 12.10 | 9204.72 | 14182.26 |
| $\rightarrow$ - 80 | 13.16 | 2.55 | 2.55 | 12.10 | 9165.67 | 14182.26 |
| . 75 | 13.16 | 2.55 | 2.55 | 12.10 | 9199.28 | 14182.26 |
| \|.99| | 1.60 | 0.27 | 0.27 | 1.39 | 2341.00 | 3104.83 |
| $\bigcirc .95$ | 1.60 | 0.27 | 0.27 | 1.39 | 2323.07 | 3104.83 |
| $\sum .90$ | 1.60 | 0.27 | 0.27 | 1.39 | 2332.69 | 3104.83 |
| $\geq .85$ | 1.60 | 0.27 | 0.27 | 1.39 | 2332.97 | 3104.83 |
| ธ. 80 | 1.60 | 0.27 | 0.27 | 1.39 | 2326.58 | 3104.83 |
| . 75 | 1.60 | 0.27 | 0.27 | 1.39 | 2333.06 | 3104.83 |
| +.99 | 1.26 | 0.20 | 0.20 | 1.11 | 1547.44 | 2070.54 |
| : 7.95 | 1.26 | 0.20 | 0.20 | 1.11 | 1549.75 | 2070.54 |
| - 90 | 1.26 | 0.20 | 0.20 | 1.11 | 1527.84 | 2070.54 |
| - 85 | 1.26 | 0.20 | 0.20 | 1.11 | 1547.15 | 2070.54 |
| 5.80 | 1.26 | 0.20 | 0.20 | 1.11 | 1548.82 | 2070.54 |
| $\bigcirc$ | 1.26 | 0.20 | 0.20 | 1.11 | 1541.74 | 2070.54 |
| \|.99 | 5.60 | 1.02 | 1.02 | 5.31 | 4815.42 | 5524.00 |
| . 95 | 5.60 | 1.02 | 1.02 | 5.31 | 4812.96 | 5524.00 |
| \% ${ }^{\text {a }}$. 90 | 5.60 | 1.02 | 1.02 | 5.31 | 4813.66 | 5524.00 |
| \% 0.85 | 5.60 | 1.02 | 1.02 | 5.31 | 4817.26 | 5524.00 |
| -. 80 | 5.60 | 1.02 | 1.02 | 5.31 | 4818.25 | 5524.00 |
| . 75 | 5.60 | 1.02 | 1.02 | 5.31 | 4812.89 | 5524.00 |
| \|.99| | 1.23 | 0.21 | 0.21 | 1.41 | 609.99 | 357.92 |
| ค 95 | 1.23 | 0.21 | 0.21 | 1.41 | 609.32 | 357.92 |
| ค. 90 | 1.23 | 0.21 | 0.21 | 1.41 | 606.45 | 357.92 |
| ¢ 8.85 | 1.23 | 0.21 | 0.21 | 1.41 | 606.47 | 357.92 |
| - .80 | 1.23 | 0.21 | 0.21 | 1.41 | 610.34 | 357.92 |
| . 75 | 1.23 | 0.21 | 0.21 | 1.41 | 605.20 | 357.92 |
| . 99 | 5.07 | 0.80 | 0.80 | 4.60 | 1188.31 | 748.88 |
| ¢. 95 | 5.07 | 0.80 | 0.80 | 4.60 | 1193.35 | 748.88 |
| \% 0.90 | 5.07 | 0.80 | 0.80 | 4.60 | 1192.50 | 748.88 |
| \% 8.85 | 5.07 | 0.80 | 0.80 | 4.60 | 1190.79 | 748.88 |
| -. 80 | 5.07 | 0.80 | 0.80 | 4.60 | 1191.03 | 748.88 |
| . 75 | 5.07 | 0.80 | 0.80 | 4.60 | 1191.56 | 748.88 |
| ~2 299 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2700.46 | 2735.28 |
| 80.95 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2699.13 | 2735.28 |
| (n) 90 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2733.35 | 2735.28 |
| s 8.85 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2769.44 | 2735.28 |
| స్ర 80 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2766.80 | 2735.28 |
| O\|. 75 | 14668.55 | 2624.68 | 2624.68 | 14475.64 | 2762.34 | 2735.28 |
| E. ${ }^{\text {¢ }}$. 99 | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3317.14 | 3239.50 |
| U. 95 | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3296.70 | 3239.50 |
| O. ${ }^{1} .90$ | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3337.28 | 3239.50 |
| *. 85 | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3358.18 | 3239.50 |
| < 80 | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3262.57 | 3239.50 |
| 比.75 | 17401.61 | 3026.98 | 3026.98 | 16924.30 | 3294.08 | 3239.50 |
| \| \# | | 0/54 | 54/54 | 54/54 | 0/54 | 0/54 | 0/54 |

Table 6: Empirical coverage for AUCross and PlugInAUC using different classifiers ( 1,000 bootstrap runs over the test set, results as mean $\pm$ stdev).

| $c$ |  | Logistic | AUCross |  | Empirical Coverage |  | luginaUC |  | XGBoost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RandForest | Res | XGBoost | Logist | RandForest | ResN |  |
| $\begin{aligned} & \frac{7}{3} \\ & \frac{3}{4} \end{aligned}$ |  |  | . $991 \pm$ (.001) | 1) | . $994 \pm$ (.001) | . $990 \pm(.001)$ | . $988 \pm$ (.001) | . $989 \pm$ (.001) |  |  |
|  |  | .950 $\pm$ (.002) | . $945 \pm$ (.002) | . $961 \pm$ (.002) | . $951 \pm$ (.002) | . $947 \pm$ (.002) | . $949 \pm$ (.002) | . $946 \pm$ (.002) | . $951 \pm$ (.002) |
|  |  | . $901 \pm(.003)$ | . $893 \pm(.003)$ | . $912 \pm(.003)$ | $.891 \pm(.003)$ | . $896 \pm(.003)$ | . $894 \pm(.003)$ | . $903 \pm$ (.003) | $.899 \pm(.003)$ |
|  |  | .850 $\pm$ (.003) | . $853 \pm$ (.003) | . $840 \pm$ (.004) | . $846 \pm$ (.003) | . $848 \pm$ (.003) | . $836 \pm$ (.004) | . $849 \pm$ (.003) | $.850 \pm(.003)$ |
|  |  | .800 $\pm$ (.004) | . $804 \pm$ (.004) | . $792 \pm$ (.004) | . $793 \pm$ (.004) | $.799 \pm$ (.004) | $.783 \pm$ (.004) | . $801 \pm$ (.004) | . $800 \pm(.004)$ |
|  |  | . $747 \pm$ (.004) | $.752 \pm(.004)$ | $.735 \pm(.004)$ | . $744 \pm(.004)$ | . $744 \pm(.004)$ | $.743 \pm(.004)$ | $.749 \pm(.004)$ | . $748 \pm(.004)$ |
|  |  |  |  |  |  |  |  |  |  |
|  |  | . $976 \pm$ (.001) | . $971 \pm(.001)$ | . $976 \pm$ (.001) | . $980 \pm$ (.001) | . $976 \pm$ (.001) | $.971 \pm(.001)$ | . $975 \pm(.001)$ | $980 \pm(.001)$ |
|  |  | . $951 \pm$ (.001) | . $945 \pm(.001)$ | . $951 \pm$ (.001) | . $958 \pm$ (.001) | . $951 \pm$ (.001) | . $945 \pm(.001)$ | $.949 \pm(.001)$ | $.958 \pm(.001)$ |
|  |  | . $926 \pm$ (.001) | . $918 \pm(.001)$ | . $925 \pm$ (.001) | . $936 \pm$ (.001) | . $926 \pm$ (.001) | $.917 \pm(.001)$ | . $922 \pm$ (.001) | $.936 \pm(.001)$ |
|  |  | . $900 \pm$ (.001) | . $890 \pm(.001)$ | . $898 \pm$ (.001) | . $912 \pm$ (.001) | . $899 \pm$ (.001) | . $884 \pm$ (.001) | . $894 \pm$ (.001) | $912 \pm$ (.001) |
|  |  | . $871 \pm$ (.001) | . $856 \pm(.001)$ | . $868 \pm(.001)$ | . $886 \pm(.001)$ | . $871 \pm$ (.001) | $.855 \pm(.001)$ | . $865 \pm(.001)$ | $.886 \pm(.001)$ |
| $\sum_{i}^{0}$ |  | 900 $\pm$ (.001) |  |  | $.900 \pm(.001)$ | . $001 \pm$ (.001) |  |  | $.991 \pm$ (.001) |
|  |  | . $953 \pm$ (.002) | . $942 \pm$ (.002) | $.755 \pm$ (.003) | . $951 \pm(.002)$ | . $950 \pm(.002)$ | . $944 \pm$ (.002) | . $930 \pm$ (.002) | . $948 \pm$ (.002) |
|  |  | . $904 \pm$ (.002) | . $858 \pm$ (.002) | . $640 \pm$ (.003) | . $898 \pm(.002)$ | . $898 \pm(.002)$ | . $863 \pm(.002)$ | . $884 \pm$ (.002) | . $898 \pm(.002)$ |
|  |  | .855 $\pm$ (.002) | . $788 \pm$ (.003) | . $570 \pm$ (.003) | . $849 \pm$ (.002) | . $844 \pm(.002)$ | . $794 \pm$ (.003) | . $841 \pm$ (.002) | . $849 \pm(.002)$ |
|  |  | . $805 \pm(.003)$ | . $762 \pm$ (.003) | $.499 \pm$ (.003) | . $799 \pm(.003)$ | $.796 \pm(.003)$ | $.780 \pm(.003)$ | . $797 \pm(.003)$ | . $797 \pm(.003)$ |
|  |  | $.758 \pm(.003)$ | . $741 \pm$ (.003) | . $431 \pm$ (.003) | . 750 | . $746 \pm(.003)$ | $.667 \pm(.003)$ | $.748 \pm(.003)$ | $750 \pm(.003)$ |
|  |  | . 5 (.002) | $.949 \pm$ (.003) | $.987 \pm$ (.002) | . $990 \pm(.002)$ | $000 \pm$ (.002) | $.954 \pm$ (.003) | $.991 \pm(.002)$ | $990 \pm(.002)$ |
|  |  | . $953 \pm$ (.003) | . $949 \pm$ (.003) | . $939 \pm$ (.003) | . $947 \pm$ (.003) | . $962 \pm$ (.003) | . $904 \pm$ (.004) | . $946 \pm$ (.003) | $948 \pm$ (.003) |
|  |  | .903 $\pm$ (.004) | . $878 \pm(.004)$ | . $873 \pm(.004)$ | . $894 \pm(.004)$ | . $913 \pm(.004)$ | $.857 \pm(.005)$ | . $901 \pm(.004)$ | . $894 \pm(.004)$ |
|  |  | .853 $\pm$ (.005) | . $827 \pm(.005)$ | . $814 \pm$ (.005) | . $840 \pm(.005)$ | . $864 \pm$ (.004) | . $838 \pm$ (.005) | . $849 \pm(.005)$ | . $848 \pm(.005)$ |
|  |  | . $808 \pm$ (.005) | $.777 \pm(.005)$ | $.759 \pm(.005)$ | . $784 \pm(.005)$ | . $816 \pm(.005)$ | $.775 \pm(.005)$ | . $796 \pm(.005)$ | $.806 \pm(.005)$ |
|  |  | . 762 | $.712 \pm(.006)$ | $.706 \pm(.006)$ | $.729 \pm(.006)$ | $.770 \pm(.005)$ | $.733 \pm(.006)$ | $.744 \pm(.006)$ | $.752 \pm(.005)$ |
| $\begin{aligned} & \vec{n} \\ & \hat{n} \\ & 0 \end{aligned}$ |  | . $991 \pm$ (.001) | $\pm$ (.002) | . $991 \pm(.001)$ | . $901 \pm$ (.001) |  |  | $.900 \pm(.001)$ |  |
|  |  | . $951 \pm(.001)$ | . $913 \pm$ (.002) | . $953 \pm$ (.001) | . $951 \pm(.001)$ | $.950 \pm(.001)$ | . $914 \pm(.001)$ | . $949 \pm$ (.001) | $950 \pm(.001)$ |
|  |  | . $902 \pm(.002)$ | . $870 \pm(.002)$ | . $905 \pm$ (.002) | . $901 \pm(.002)$ | . $900 \pm(.002)$ | . $872 \pm$ (.002) | . $899 \pm$ (.002) | $.899 \pm(.002)$ |
|  |  | . $852 \pm$ (.002) | . $822 \pm$ (.002) | . $854 \pm$ (.002) | . $851 \pm(.002)$ | . $851 \pm$ (.002) | . $820 \pm(.002)$ | $.851 \pm$ (.002) | . $850 \pm(.002)$ |
|  |  | . $803 \pm$ (.002) | . $784 \pm$ (.002) | . $797 \pm$ (.002) | $.799 \pm(.002)$ | . $800 \pm(.002)$ | $.786 \pm(.002)$ | . $798 \pm$ (.002) | . $800 \pm$ (.002) |
|  |  | . $752 \pm$ (.002) | . $729 \pm$ (.002) | . $744 \pm$ (.002) | . $749 \pm(.002)$ | . $749 \pm(.002)$ | . $698 \pm(.002)$ | . $746 \pm$ (.002) | $.752 \pm(.002)$ |
| $\begin{aligned} & \stackrel{N}{\hat{N}} \\ & \hat{\sim} \\ & \tilde{U} \end{aligned}$ |  |  |  | $.990 \pm(.001)$ |  | $.990 \pm(.001)$ |  | .989 | $991 \pm(.001)$ |
|  |  | . $953 \pm(.002)$ | $.653 \pm(.005)$ | $.942 \pm(.003)$ | $.949 \pm(.002)$ | . $950 \pm(.003)$ | $.829 \pm(.004)$ | $.947 \pm(.003)$ | $.954 \pm(.002)$ |
|  |  | . $903 \pm(.003)$ | . $653 \pm$ (.005) | . $881 \pm$ (.003) | . $890 \pm(.003)$ | . $894 \pm$ (.003) | $829 \pm(.004)$ | . $902 \pm(.003)$ | $.907 \pm(.003)$ |
|  |  | .854 $\pm$ (.004) | . $653 \pm(.005)$ | . $824 \pm$ (.004) | . $834 \pm(.004)$ | . $841 \pm$ (.004) | $.650 \pm(.005)$ | . $856 \pm$ (.004) | $.851 \pm(.004)$ |
|  |  | .803 $\pm$ (.004) | . $653 \pm$ (.005) | . $761 \pm$ (.004) | . $781 \pm$ (.004) | . $798 \pm$ (.004) | $.650 \pm(.005)$ | . $806 \pm$ (.004) | . $806 \pm(.004)$ |
|  |  | . $756 \pm$ (.004) | . $653 \pm(.005)$ | . $703 \pm$ (.005) | . $732 \pm(.004)$ | . $749 \pm(.004)$ | . $516 \pm(.005)$ | $.756 \pm(.004)$ | $.754 \pm(.004)$ |
| $\begin{aligned} & 0 \\ & \hat{n} \\ & \hat{\sim} \\ & 0 \end{aligned} .$ |  | .990 $\pm(.001)$ | $.980 \pm(.001)$ | . $992 \pm$ (.001) | $.989 \pm(.001)$ | . $992 \pm(.001)$ | $.989 \pm(.001)$ | $.991 \pm(.001)$ | . $991 \pm(.001)$ |
|  |  | . $948 \pm$ (.002) | . $933 \pm(.002)$ | . $954 \pm$ (.002) | $.949 \pm(.002)$ | . $955 \pm$ (.002) | . $941 \pm$ (.002) | . $952 \pm(.002)$ | . $955 \pm(.002)$ |
|  |  | .899 $\pm$ (.002) | . $887 \pm(.003)$ | . $907 \pm$ (.002) | . $903 \pm$ (.002) | . $905 \pm(.002)$ | . $896 \pm(.003)$ | . $901 \pm(.003)$ | . $906 \pm(.002)$ |
|  |  | .851 $\pm$ (.003) | . $831 \pm$ (.003) | . $860 \pm$ (.003) | . $854 \pm$ (.003) | . $857 \pm$ (.003) | $.838 \pm(.003)$ | . $850 \pm(.003)$ | . $860 \pm(.003)$ |
|  |  | .799 $\pm$ (.003) | $.795 \pm$ (.003) | $.789 \pm(.003)$ | . $814 \pm(.003)$ | $.799 \pm$ (.003) | . $803 \pm$ (.003) | . $803 \pm(.003)$ | . $814 \pm(.003)$ |
|  | . | . $744 \pm$ (.003) | $.738 \pm(.003)$ | $.744 \pm(.003)$ | . $760 \pm(.003)$ | $746 \pm$ (.003) | $.748 \pm(.003)$ | $.753 \pm(.003)$ | $.762 \pm(.003)$ |
|  | \# | 22/4 | 7/42 | 3/42 | 16/42 | 12/42 | 9/42 | 13/42 | 18/42 |
| $V \mid .015 \pm .034$ |  |  | $064 \pm .087$ | $064 \pm .108$ | $.019 \pm .038$ | $.017 \pm .034$ | $.056 \pm .069$ | $.016 \pm .032$ | $.017 \pm .038$ |

Table 7: Selective AUC for AUCross and PlugInAUC using different classifiers (1,000 bootstrap runs over the test set, results as mean $\pm$ stdev).

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
| \|c | Logistic | RandFores | ResNet | XGBoost | Logistic | RandForest | ResNet | XGBoost |
| .99 | $.903 \pm .003$ | . $888 \pm .003$ | $901 \pm .003$ | . $928 \pm .003$ | . $904 \pm .003$ | $886 \pm .003$ | $.906 \pm .003$ | . $927 \pm .003$ |
| . 95 | . $910 \pm .003$ | $.895 \pm .003$ | $907 \pm .003$ | . $934 \pm .003$ | $.911 \pm .003$ | $892 \pm .003$ | . $912 \pm .003$ | $.934 \pm .003$ |
| $\stackrel{5}{3} .90$ | $.918 \pm .003$ | $.903 \pm .003$ | . $914 \pm .003$ | . $944 \pm .002$ | $.918 \pm .003$ | $.900 \pm .003$ | $.919 \pm .003$ | $.942 \pm .003$ |
| 年.85 | $.926 \pm .003$ | $.910 \pm .003$ | $.925 \pm .003$ | $.950 \pm .002$ | $.925 \pm .003$ | $908 \pm .003$ | $.927 \pm .003$ | $.949 \pm .002$ |
| ¢ 80 | $.934 \pm .003$ | $.918 \pm .003$ | $.933 \pm .003$ | $.959 \pm .002$ | $.932 \pm .003$ | $916 \pm .003$ | $.934 \pm .003$ | $.956 \pm .002$ |
|  | . $941 \pm .003$ | $.925 \pm .003$ | . $942 \pm .003$ | . $965 \pm .002$ | $.939 \pm .003$ | $.922 \pm .003$ | $.942 \pm .003$ | $.962 \pm .002$ |
| . 99 | $.956 \pm .001$ | $977 \pm .001$ | $981 \pm .001$ | . $987 \pm .001$ | $.956 \pm .001$ | $976 \pm .001$ | $.975 \pm .001$ | . $987 \pm .001$ |
| 60.95 | . $958 \pm .001$ | . $979 \pm .001$ | $983 \pm .001$ | . $988 \pm .001$ | . $958 \pm .001$ | $.979 \pm .001$ | . $978 \pm .001$ | $.989 \pm .001$ |
| : 3.90 | . $962 \pm .001$ | $.982 \pm .001$ | $986 \pm .001$ | . $990 \pm .001$ | . $962 \pm .001$ | $.982 \pm .001$ | $.981 \pm .001$ | $.990 \pm .001$ |
| ]. 85 | . $965 \pm .001$ | $.984 \pm .001$ | . $988 \pm .001$ | . $992 \pm .001$ | . $965 \pm .001$ | $.984 \pm .001$ | $.985 \pm .001$ | $.992 \pm .001$ |
| $\bigcirc .80$ | . $968 \pm .001$ | . $987 \pm .001$ | . $991 \pm .001$ | $.993 \pm .001$ | . $968 \pm .001$ | $.987 \pm .001$ | $.988 \pm .001$ | $.993 \pm .001$ |
|  | . $971 \pm .001$ | $.989 \pm .001$ | . $993 \pm .001$ | . $994 \pm .001$ | $.971 \pm .001$ | $.989 \pm .001$ | $.991 \pm .001$ | . $994 \pm .001$ |
| 硡 | . 699 | $836 \pm .005$ | $670 \pm .006$ | . $865 \pm .004$ | . $698 \pm .006$ | . 005 | $.834 \pm .005$ | $.862 \pm .004$ |
| 8. 95 | $.703 \pm .006$ | $.836 \pm .005$ | $.688 \pm .007$ | $.871 \pm .004$ | $.702 \pm .006$ | $.840 \pm .005$ | . $840 \pm .005$ | $.869 \pm .004$ |
| $\sum_{0} .90$ | $.708 \pm .006$ | $.846 \pm .005$ | $.705 \pm .008$ | . $878 \pm .004$ | $.708 \pm .006$ | $.850 \pm .005$ | $.847 \pm .005$ | $.876 \pm .004$ |
| $\pm .85$ | $.713 \pm .006$ | $.854 \pm .005$ | $720 \pm .008$ | . $885 \pm .004$ | $.714 \pm .006$ | $.857 \pm .005$ | $.853 \pm .005$ | $.883 \pm .004$ |
| - . 80 | $.720 \pm .006$ | $.858 \pm .005$ | $732 \pm .008$ | . $892 \pm .004$ | $.720 \pm .006$ | $.859 \pm .005$ | $.859 \pm .005$ | $.891 \pm .004$ |
| . 75 | $.726 \pm .006$ | . $861 \pm .005$ | $.749 \pm .009$ | . $899 \pm .004$ | . $727 \pm .007$ | $.870 \pm .005$ | $.866 \pm .005$ | . $897 \pm .004$ |
| .99 | $.701 \pm .009$ | $760 \pm .008$ | $768 \pm .007$ | . $67 \pm .008$ | $.702 \pm .009$ | . $757 \pm .008$ | $.768 \pm .007$ | $760 \pm .008$ |
| \% 95 | $.704 \pm .009$ | $.760 \pm .008$ | . $774 \pm \pm .007$ | $.774 \pm .008$ | . $704 \pm .009$ | $764 \pm .008$ | $.774 \pm .007$ | . $765 \pm .008$ |
| ¢ 90 | $.709 \pm .009$ | $.769 \pm .008$ | . $783 \pm .007$ | $.780 \pm .008$ | . $708 \pm .009$ | $.770 \pm .008$ | $.779 \pm .007$ | $.772 \pm .008$ |
| , 85 | $.714 \pm .009$ | $.776 \pm .008$ | $.792 \pm .007$ | $.787 \pm .008$ | $.713 \pm .009$ | $.772 \pm .008$ | $.785 \pm .007$ | . $778 \pm .008$ |
| O. 80 | $.719 \pm .009$ | $.784 \pm .008$ | $.799 \pm .007$ | $.794 \pm .008$ | . $718 \pm .009$ | $.780 \pm .008$ | $.793 \pm .008$ | $.783 \pm .008$ |
|  | $.724 \pm .009$ | $.794 \pm .008$ | $.807 \pm .007$ | . $801 \pm .008$ | $.723 \pm .009$ | $786 \pm .008$ | $.802 \pm .008$ | $.790 \pm .008$ |
| . 99 | . $676 \pm .003$ | $.636 \pm .004$ | . $679 \pm .003$ | . $680 \pm .003$ | $.676 \pm .003$ | $634 \pm .003$ | $.679 \pm .003$ | $.680 \pm .003$ |
| . 95 | $.679 \pm .003$ | $.636 \pm .004$ | $.682 \pm .003$ | . $683 \pm .003$ | . $679 \pm .003$ | $.636 \pm .004$ | $.683 \pm .003$ | $.683 \pm .003$ |
| ค. 90 | . $682 \pm .003$ | $.639 \pm .004$ | $685 \pm .003$ | . $686 \pm .003$ | $.682 \pm .003$ | $.639 \pm .004$ | . $686 \pm .003$ | $.687 \pm .003$ |
| W 85 | . $685 \pm .003$ | $.640 \pm .004$ | . $690 \pm .004$ | . $690 \pm .003$ | $.685 \pm .004$ | $641 \pm .004$ | $.690 \pm .004$ | $.691 \pm .003$ |
| 0.80 | . $689 \pm .004$ | . $643 \pm .004$ | $.694 \pm .004$ | . $694 \pm .004$ | . $689 \pm .004$ | $.644 \pm .004$ | . $693 \pm .004$ | $.695 \pm .003$ |
| . 75 | . $693 \pm .004$ | $.644 \pm .004$ | $.698 \pm .004$ | . $697 \pm .004$ | $.693 \pm .004$ | $.647 \pm .004$ | $.697 \pm .004$ | . $698 \pm .004$ |
|  | $.615 \pm .019$ | $.604 \pm .023$ | $.615 \pm .019$ | . $575 \pm .021$ | $.616 \pm .019$ | $.587 \pm .021$ | $.624 \pm .020$ | $.577 \pm .019$ |
| 95 | $.615 \pm .019$ | $.604 \pm .023$ | . $622 \pm .020$ | . $574 \pm .021$ | . $621 \pm .020$ | . $587 \pm .021$ | $.626 \pm .020$ | $.578 \pm .019$ |
| ค. 90 | . $619 \pm .020$ | $.604 \pm .023$ | . $623 \pm .020$ | $.574 \pm .021$ | $.627 \pm .020$ | . $587 \pm .021$ | . $628 \pm .020$ | $.580 \pm .019$ |
| O2. 85 | $.622 \pm .020$ | $.604 \pm .023$ | $.628 \pm .020$ | $.576 \pm .022$ | $.631 \pm .021$ | $.580 \pm .023$ | $.633 \pm .021$ | $.583 \pm .020$ |
| - 80. | $.626 \pm .021$ | $.604 \pm .023$ | . $619 \pm .020$ | $.571 \pm .022$ | . $636 \pm .021$ | $.580 \pm .023$ | $.639 \pm .022$ | . $585 \pm .020$ |
| . 75 \|. | . $633 \pm .022$ | $.604 \pm .023$ | . $616 \pm .020$ | . $568 \pm .022$ | . $644 \pm .022$ | . $591 \pm .025$ | $.639 \pm .022$ | . $588 \pm .021$ |
| . 99 | $.840 \pm .003$ | $.838 \pm .003$ | $840 \pm .003$ | . $845 \pm .003$ | $.840 \pm .003$ | $835 \pm .003$ | . $845 \pm .003$ | $.843 \pm .003$ |
| . 95 | $.846 \pm .003$ | $.845 \pm .003$ | $845 \pm .003$ | $.851 \pm .003$ | . $844 \pm .003$ | $841 \pm .003$ | $.850 \pm .003$ | $.848 \pm .003$ |
| ค. 90 | . $852 \pm .003$ | $.851 \pm .003$ | $.851 \pm .003$ | $.858 \pm .003$ | . $851 \pm .003$ | $.847 \pm .003$ | $.857 \pm .003$ | $.856 \pm .003$ |
| जn .85 | $.859 \pm .003$ | $.859 \pm .003$ | $.858 \pm .003$ | . $865 \pm .003$ | $.856 \pm .003$ | $.855 \pm .004$ | $.864 \pm .003$ | $.863 \pm .003$ |
| O. 80 | . $866 \pm .003$ | $.865 \pm .004$ | . $869 \pm .003$ | . $871 \pm .003$ | $.865 \pm .003$ | $.861 \pm .004$ | $.870 \pm .003$ | $.869 \pm .003$ |
| . 75 | $.873 \pm .003$ | $.873 \pm .004$ | $.875 \pm .003$ | $.879 \pm .003$ | $.872 \pm .003$ | $.868 \pm .004$ | $.878 \pm .003$ | $.877 \pm .003$ |
| \# | 3/42 | 0/42 | 12/42 | 29/42 | 1/42 | 0/42 | 18/42 | 24/4 |

Table 8: Selective accuracy for AUCross and PlugInAUC using different classifiers ( 1,000 bootstrap runs over the test set, results as mean $\pm$ stdev).

| $c$ | Logistic | AUCross |  | Selective Accuracy |  | PluginaUC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
|  |  | RandForest | ResNet | XGBoost | Logistic | RandForest | ResNet | XGBoost |
| . 99 | $.846 \pm .003$ | $.838 \pm .004$ | $.844 \pm .003$ | . $870 \pm .003$ | $.847 \pm .003$ | $.839 \pm .004$ | $.844 \pm .003$ | $.869 \pm .003$ |
| +. 95 | $.851 \pm .003$ | $.842 \pm .004$ | . $847 \pm .004$ | $.874 \pm .003$ | $.851 \pm .003$ | $.842 \pm .004$ | $.847 \pm .003$ | $.874 \pm .003$ |
| 3. 90 | $.856 \pm .003$ | $.847 \pm .004$ | $.853 \pm .004$ | $.883 \pm .003$ | $.855 \pm .003$ | $.847 \pm .004$ | $.853 \pm .003$ | $.880 \pm .003$ |
| 4 | $.863 \pm .004$ | $.853 \pm .004$ | $.861 \pm .004$ | $.890 \pm .003$ | $.861 \pm .004$ | $.851 \pm .004$ | $.860 \pm .004$ | $.888 \pm .003$ |
| , | $.870 \pm .004$ | $.860 \pm .004$ | $.870 \pm .004$ | $.901 \pm .003$ | . $868 \pm .004$ | $.858 \pm .004$ | $.866 \pm .004$ | 3 |
| . 75 | $.879 \pm .004$ | $.868 \pm .004$ | $.883 \pm .003$ | . $911 \pm .003$ | $.875 \pm .004$ | $.864 \pm .004$ | $.874 \pm .004$ | $.905 \pm .003$ |
| \|.99| | $.848 \pm .001$ | $78 \pm .001$ | $.883 \pm .001$ | $.903 \pm .001$ | $.848 \pm .001$ | $877 \pm .001$ | $.874 \pm .001$ | $.904 \pm .001$ |
|  | $.857 \pm .001$ | $.890 \pm .001$ | $.894 \pm .001$ | $.913 \pm .001$ | $.857 \pm .001$ | $.888 \pm .001$ | $.884 \pm .001$ | $.914 \pm .001$ |
|  | $.869 \pm .001$ | $.903 \pm .001$ | . $909 \pm .001$ | $.927 \pm .001$ | $.869 \pm .001$ | $.902 \pm .001$ | $.896 \pm .001$ | . $928 \pm .001$ |
| $\underset{d}{U}$ | $.882 \pm .001$ | $.918 \pm .001$ | $.924 \pm .001$ | $.941 \pm .001$ | $.882 \pm .001$ | $.917 \pm .001$ | $.910 \pm .001$ | $.942 \pm .001$ |
| $\rightarrow$ - 80 | $.896 \pm .001$ | $.933 \pm .001$ | $.940 \pm .001$ | . $957 \pm .001$ | $.895 \pm .001$ | $.936 \pm .001$ | $.925 \pm .001$ | $.957 \pm .001$ |
| . 75 | $.911 \pm .001$ | $.952 \pm .001$ | $.957 \pm .001$ | $.975 \pm .001$ | $.911 \pm .001$ | $.951 \pm .001$ | $.941 \pm .001$ | $.974 \pm .001$ |
| . 99 | . 934 | $.935 \pm .002$ | $.933 \pm .002$ | $.937 \pm .002$ | . 93 | $.935 \pm .002$ | $.933 \pm .002$ | $.936 \pm .002$ |
| $\pm .9$ | $.934 \pm .002$ | $.935 \pm .002$ | $.929 \pm .002$ | . $937 \pm .002$ | $.934 \pm .002$ | $.935 \pm .002$ | $.932 \pm .002$ | $.936 \pm .002$ |
| $\sum_{0} .90$ | $.934 \pm .002$ | $.934 \pm .002$ | $.928 \pm .002$ | . $937 \pm .002$ | $.934 \pm .002$ | $.934 \pm .002$ | $.931 \pm .002$ | $.936 \pm .002$ |
| $\underset{\sim}{\infty}$ | $.933 \pm .002$ | $.932 \pm .002$ | . $928 \pm .002$ | . $937 \pm .002$ | $.934 \pm .002$ | $.932 \pm .002$ | $.930 \pm .002$ | $.936 \pm .002$ |
| రె. 80 | $.934 \pm .002$ | $.933 \pm .002$ | $.926 \pm .002$ | $.938 \pm .002$ | $.935 \pm .002$ | $.932 \pm .002$ | $.929 \pm .002$ | $.937 \pm .002$ |
| . 75 | $.934 \pm .002$ | $.933 \pm .002$ | . $923 \pm .003$ | . $939 \pm .002$ | $.935 \pm .002$ | $.929 \pm .002$ | $.929 \pm .002$ | $.937 \pm .002$ |
|  | $.784 \pm .005$ | $.806 \pm .005$ | $.814 \pm .005$ | $05 \pm .005$ | $.785 \pm .005$ | $.805 \pm .005$ | $.814 \pm .005$ | $.805 \pm .005$ |
|  | $.780 \pm .005$ | $.806 \pm .005$ | $.812 \pm .005$ | $.805 \pm .005$ | $.783 \pm .005$ | $.804 \pm .005$ | $.812 \pm .005$ | $.804 \pm .005$ |
|  | $.777 \pm .006$ | $.803 \pm .005$ | . $809 \pm .005$ | $.803 \pm .005$ | $.777 \pm .006$ | $.801 \pm .006$ | $.810 \pm .005$ | $.803 \pm .005$ |
|  | $.773 \pm .006$ | $.801 \pm .006$ | . $808 \pm .006$ | $.800 \pm .006$ | $.774 \pm .006$ | $.799 \pm .006$ | . $806 \pm .006$ | $.802 \pm .005$ |
|  | $.769 \pm .006$ | $.800 \pm .006$ | . $806 \pm .006$ | $.796 \pm .006$ | $.770 \pm .006$ | $.795 \pm .006$ | . $804 \pm .006$ | $.800 \pm .006$ |
|  | $.765 \pm .006$ | $.799 \pm .006$ | . $802 \pm .006$ | $.794 \pm .006$ | $.765 \pm .006$ | $.793 \pm .006$ | . $806 \pm .006$ | $.798 \pm .006$ |
| . 99 | $.857 \pm .002$ | 46 $\pm .002$ | $.857 \pm .002$ | 56 $\pm .002$ | $.857 \pm .002$ | $.847 \pm .002$ | $.857 \pm .002$ | $.856 \pm .002$ |
| - | $.856 \pm .002$ | $.846 \pm .002$ | . $856 \pm .002$ | . $855 \pm .002$ | $.856 \pm .002$ | $.845 \pm .002$ | $.856 \pm .002$ | $.854 \pm .002$ |
| 58. | $.854 \pm .002$ | $.844 \pm .002$ | . $854 \pm .002$ | $.854 \pm .002$ | $.855 \pm .002$ | $.844 \pm .002$ | . $854 \pm .002$ | $.853 \pm .002$ |
| $\text { ㅁnㅇ } \cdot 8:$ | $.852 \pm .002$ | $.842 \pm .002$ | . $853 \pm .002$ | $.852 \pm .002$ | . $852 \pm .002$ | $.841 \pm .002$ | . $853 \pm .002$ | $.851 \pm .002$ |
| O. 80 | $.851 \pm .002$ | $.840 \pm .002$ | $.851 \pm .002$ | $.850 \pm .002$ | $.851 \pm .002$ | $.840 \pm .002$ | . $851 \pm .002$ | $.850 \pm .002$ |
| . 75 | $.850 \pm .002$ | $.836 \pm .002$ | $.849 \pm .002$ | $.848 \pm .002$ | $.850 \pm .002$ | $.834 \pm .002$ | $.849 \pm .002$ | $.848 \pm .002$ |
|  | $.982 \pm .002$ | $.980 \pm .002$ | . $982 \pm$ | . $982 \pm .002$ | $.982 \pm .002$ | $.981 \pm .002$ | . $982 \pm$ | . $982 \pm .002$ |
| จ 95 | $.982 \pm .002$ | $.980 \pm .002$ | . $982 \pm .002$ | . $982 \pm .002$ | . $982 \pm .002$ | $.981 \pm .002$ | . $982 \pm .002$ | $.982 \pm .002$ |
| $\mathrm{Cn}^{2} .90$ | $.982 \pm .002$ | $.980 \pm .002$ | . $982 \pm .002$ | . $981 \pm .002$ | $.982 \pm .002$ | $.981 \pm .002$ | $.982 \pm .002$ | $.982 \pm .002$ |
| $\text { 엥 } .8$ | $.982 \pm .002$ | $.980 \pm .002$ | . $981 \pm .002$ | $.981 \pm .002$ | $.982 \pm .002$ | $.980 \pm .002$ | $.982 \pm .002$ | . $982 \pm .002$ |
| O | $.982 \pm .002$ | $.980 \pm .002$ | . $980 \pm .002$ | $.980 \pm .002$ | . $982 \pm .002$ | $.980 \pm .002$ | . $982 \pm .002$ | . $982 \pm .002$ |
| . 75 | $.982 \pm .002$ | $.980 \pm .002$ | $.980 \pm .002$ | $.980 \pm .002$ | $.982 \pm .002$ | $.979 \pm .002$ | $.982 \pm .00$ | . $982 \pm .002$ |
| $\begin{aligned} & \tilde{n} \\ & \hat{n} \\ & \tilde{O} \end{aligned}$ | $.808 \pm .003$ | $.808 \pm .003$ | $.806 \pm .003$ | $.811 \pm .003$ | $.809 \pm .003$ | $.804 \pm .003$ | $.808 \pm .003$ | $.808 \pm .003$ |
|  | $.810 \pm .003$ | $.810 \pm .003$ | $.807 \pm .003$ | $.813 \pm .003$ | $.809 \pm .003$ | $.805 \pm .003$ | $.809 \pm .003$ | $.810 \pm .003$ |
|  | $.811 \pm .003$ | $.813 \pm .003$ | $.808 \pm .003$ | $.815 \pm .003$ | $.809 \pm .003$ | $.807 \pm .003$ | $.811 \pm .003$ | $.814 \pm .003$ |
|  | $.812 \pm .003$ | $.817 \pm .003$ | $.810 \pm .003$ | $.818 \pm .003$ | $.810 \pm .003$ | $.811 \pm .003$ | $.813 \pm .003$ | $.817 \pm .003$ |
|  | $.814 \pm .003$ | $.820 \pm .003$ | $.817 \pm .003$ | . $822 \pm .003$ | $.812 \pm .003$ | $.815 \pm .003$ | $.816 \pm .003$ | $.821 \pm .003$ |
|  | $.817 \pm .003$ | $.826 \pm .003$ | $.820 \pm .003$ | $.828 \pm .003$ | $.815 \pm .003$ | $.819 \pm .003$ | $.821 \pm .003$ | $.825 \pm .003$ |
| \# | 12/42 | 0/42 | 14/42 | 26/42 | 13/42 | 0/42 | 17/42 | 29/42 |

Table 9: Positive rate for AUCross and PlugInAUC using different classifiers ( 1,000 bootstrap runs over the test set, results as mean $\pm$ stdev).

Positive Rate
Pluginauc

|  | AUCross |  |  |  |  | Pluginauc |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c$ | Logistic | RandForest | ResNet | XGBoost | Logistic | RandForest | ResNet | XGBoost |
|  | \|.99| | . $246 \pm .004$ | $.246 \pm .004$ | $.246 \pm .004$ | . $246 \pm .004$ | $.246 \pm .004$ | $.246 \pm .004$ | . $246 \pm .004$ | $.246 \pm .004$ |
|  | . 95 | . $245 \pm .004$ | $.246 \pm .004$ | . $246 \pm .004$ | $.246 \pm .004$ | $.246 \pm .004$ | $.247 \pm .004$ | $.247 \pm .004$ | . $246 \pm .004$ |
|  | . 90 | $.245 \pm .004$ | $.246 \pm .004$ | . $245 \pm .004$ | $.246 \pm .004$ | $.247 \pm .004$ | $.248 \pm .004$ | $.246 \pm .004$ | $.248 \pm .004$ |
|  |  | $.245 \pm .004$ | $.245 \pm .004$ | . $246 \pm .004$ | $.246 \pm .004$ | $.248 \pm .004$ | $.250 \pm .004$ | $.246 \pm .004$ | $.246 \pm .004$ |
|  |  | . $244 \pm .004$ | $.244 \pm .004$ | $.242 \pm .004$ | $.244 \pm .004$ | $.247 \pm .004$ | $.250 \pm .004$ | $.246 \pm .004$ | . $247 \pm .004$ |
|  | . 75 | . $243 \pm .004$ | $.243 \pm .005$ | $.238 \pm .005$ | $.243 \pm .005$ | $.248 \pm .004$ | $.250 \pm .005$ | $.245 \pm .005$ | $.248 \pm .005$ |
|  |  | $.224 \pm .001$ | $.222 \pm .001$ | $.223 \pm .001$ | $.224 \pm .001$ | $.224 \pm .001$ | $.222 \pm .001$ | $.224 \pm .001$ | $224 \pm .001$ |
|  |  | $.216 \pm .001$ | $.213 \pm .001$ | . $214 \pm .001$ | $.216 \pm .001$ | $.217 \pm .001$ | $.213 \pm .001$ | $.216 \pm .001$ | $216 \pm .001$ |
|  |  | $.206 \pm .001$ | $.202 \pm .001$ | $.202 \pm .001$ | $.205 \pm .001$ | $.207 \pm .001$ | $.202 \pm .001$ | $.207 \pm .001$ | $.205 \pm .001$ |
|  |  | $.196 \pm .001$ | $.190 \pm .001$ | $.190 \pm .001$ | $.193 \pm .001$ | $.196 \pm .001$ | $.190 \pm .001$ | $.196 \pm .001$ | $.195 \pm .001$ |
|  |  | . $184 \pm .001$ | $.179 \pm .001$ | $.177 \pm .001$ | $.181 \pm .001$ | $.185 \pm .001$ | $.175 \pm .001$ | $.184 \pm .001$ | $.182 \pm .001$ |
|  | . 75 | . $171 \pm .001$ | $.165 \pm .001$ | $.164 \pm .001$ | $.168 \pm .001$ | $.172 \pm .001$ | $.163 \pm .001$ | $.171 \pm .001$ | $.170 \pm .001$ |
| $$ |  | $.067 \pm .002$ | $.068 \pm .002$ | $.068 \pm .002$ | . $067 \pm .002$ | . $068 \pm .002$ | $.068 \pm .002$ | . $068 \pm .002$ | . $068 \pm .002$ |
|  |  | . $067 \pm .002$ | $.068 \pm .002$ | . $072 \pm .002$ | . $068 \pm .002$ | . $067 \pm .002$ | . $068 \pm .002$ | . $069 \pm .002$ | . $068 \pm .002$ |
|  |  | . $068 \pm .002$ | $.070 \pm .002$ | . $072 \pm .002$ | . $068 \pm .002$ | . $067 \pm .002$ | $.069 \pm .002$ | . $070 \pm .002$ | . $068 \pm .002$ |
|  |  | . $068 \pm .002$ | $.072 \pm .002$ | . $073 \pm .002$ | . $068 \pm .002$ | . $067 \pm .002$ | $.071 \pm .002$ | . $071 \pm .002$ | $.068 \pm .002$ |
|  |  | . $067 \pm .002$ | $.071 \pm .002$ | . $075 \pm .002$ | . $068 \pm .002$ | . $067 \pm .002$ | . $071 \pm .002$ | . $072 \pm .002$ | $.068 \pm .002$ |
|  | . 75 | . $067 \pm .002$ | $.070 \pm .002$ | $.077 \pm .003$ | $.067 \pm .002$ | . $066 \pm .002$ | $.075 \pm .002$ | $.073 \pm .002$ | $.067 \pm .002$ |
| $\begin{aligned} & \text { 苞 } \\ & 0 \\ & 0 \\ & 000 \\ & 0 \end{aligned}$ |  | . 22 | $.226 \pm .006$ | $.223 \pm .005$ | $.222 \pm .005$ | . 22 | $.224 \pm .005$ | $.222 \pm .005$ | $.222 \pm .005$ |
|  |  | $.227 \pm .006$ | $.226 \pm .006$ | $.226 \pm .006$ | $.223 \pm .005$ | $.225 \pm .005$ | $.227 \pm .006$ | $.226 \pm .006$ | $.224 \pm .005$ |
|  |  | $.231 \pm .006$ | $.232 \pm .006$ | $.232 \pm .006$ | $.227 \pm .006$ | $.230 \pm .006$ | $.232 \pm .006$ | $.229 \pm .006$ | $.227 \pm .006$ |
|  |  | $.235 \pm .006$ | $.235 \pm .006$ | $.237 \pm .006$ | . $232 \pm .006$ | $.234 \pm .006$ | $.234 \pm .006$ | $.236 \pm .006$ | $.230 \pm .006$ |
|  |  | $.239 \pm .006$ | $.239 \pm .006$ | $.242 \pm .006$ | $.238 \pm .006$ | $.238 \pm .006$ | $.241 \pm .006$ | $.240 \pm .006$ | $.233 \pm .006$ |
|  |  | $.243 \pm .006$ | $.243 \pm .007$ | $.249 \pm .007$ | $.242 \pm .006$ | $.244 \pm .006$ | $.245 \pm .006$ | $.241 \pm .006$ | $.238 \pm .006$ |
| $\begin{aligned} & \bar{n} \\ & \hat{n} \\ & \hat{U} \end{aligned}$ | \|. 9 | $.144 \pm .002$ | $.147 \pm .002$ | $.145 \pm .002$ | $.145 \pm .002$ | $.144 \pm .002$ | $.146 \pm .002$ | $.144 \pm .002$ | $.144 \pm .002$ |
|  |  | $.145 \pm .002$ | $.147 \pm .002$ | $.146 \pm .002$ | $146 \pm .002$ | $.145 \pm .002$ | $.147 \pm .002$ | $.145 \pm .002$ | $.146 \pm .002$ |
|  |  | $.147 \pm .002$ | $.148 \pm .002$ | $.147 \pm .002$ | $.147 \pm .002$ | $.147 \pm .002$ | $.148 \pm .002$ | $.147 \pm .002$ | $.147 \pm .002$ |
|  |  | $.149 \pm .002$ | $.150 \pm .002$ | $.148 \pm .002$ | $.149 \pm .002$ | $.149 \pm .002$ | $.150 \pm .002$ | $.148 \pm .002$ | $.149 \pm .002$ |
|  |  | $.150 \pm .002$ | $.151 \pm .002$ | $.150 \pm .002$ | $.151 \pm .002$ | $.150 \pm .002$ | $.151 \pm .002$ | $.150 \pm .002$ | $.150 \pm .002$ |
|  | . 75 | $.152 \pm .002$ | $.154 \pm .002$ | $.152 \pm .002$ | $.153 \pm .002$ | $.151 \pm .002$ | $.155 \pm .002$ | $.152 \pm .002$ | $.153 \pm .002$ |
| $\begin{aligned} & N \\ & \sim \\ & \sim \\ & 0 \\ & 0 \end{aligned}$ | \|.99| | $.019 \pm .002$ | $.021 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ | $.020 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ |
|  |  | . $019 \pm .002$ | $.021 \pm .002$ | . $019 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ | $.020 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ |
|  |  | . $019 \pm .002$ | $.021 \pm .002$ | . $019 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ | $.020 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ |
|  |  | $.019 \pm .002$ | $.021 \pm .002$ | . $020 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ | $.021 \pm .002$ | $.019 \pm .002$ | $.018 \pm .002$ |
|  | . 80 | $.019 \pm .002$ | $.021 \pm .002$ | . $021 \pm .002$ | $.020 \pm .002$ | $.019 \pm .002$ | $.021 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ |
|  | . 75 | $.019 \pm .002$ | $.021 \pm .002$ | . $021 \pm .002$ | $.021 \pm .002$ | . $019 \pm .002$ | $.022 \pm .002$ | $.019 \pm .002$ | $.019 \pm .002$ |
| $\begin{aligned} & \tilde{0} \\ & \hat{\sim} \\ & \tilde{0} \end{aligned}$ | \|.99| | $\mid .254 \pm .003$ | $.254 \pm .003$ | $.254 \pm .003$ | $254 \pm .003$ | . $254 \pm .003$ | $.254 \pm .003$ | $.254 \pm .003$ | $.254 \pm .003$ |
|  |  | $.255 \pm .003$ | $.255 \pm .003$ | $.255 \pm .003$ | $.254 \pm .003$ | $.256 \pm .003$ | $.255 \pm .003$ | $.256 \pm .003$ | $.255 \pm .003$ |
|  | 0 | $.258 \pm .003$ | $.256 \pm .003$ | $.257 \pm .003$ | $.255 \pm .003$ | $.259 \pm .003$ | $.256 \pm .003$ | $.258 \pm .003$ | $.254 \pm .003$ |
|  |  | $.261 \pm .003$ | $.257 \pm .004$ | $.259 \pm .003$ | $.256 \pm .003$ | $.263 \pm .003$ | $.257 \pm .004$ | $.260 \pm .003$ | $.255 \pm .004$ |
|  | . 80 | $.263 \pm .004$ | $.257 \pm .004$ | $.258 \pm .004$ | $.256 \pm .004$ | $.265 \pm .004$ | . $256 \pm .004$ | $.261 \pm .004$ | $255 \pm .004$ |
|  | . 75 | . $266 \pm .004$ | $.257 \pm .004$ | $.259 \pm .004$ | $.255 \pm .004$ | $.268 \pm .004$ | $.257 \pm .004$ | $.261 \pm .004$ | $.256 \pm .004$ |
| \| \# | |  | 16/42 | 22/42 | 16/42 | 11/42 | 14/42 | 27/42 | 13/42 | 4/42 |

Table 10：Performance metrics for AUCross using different number of folds $K$ over tabular datasets（ 1,000 bootstrap runs over the test set，results as mean $\pm$ stdev）．

| Empirical Coverage |  |  |  |  |  | Selective AUC |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c | 2 |  |  | K | $K=10$ | $K=2$ | K |  | $K=7$ | $K=10$ |
| ｜．99｜． | ． 9 | ． 99 | $.989 \pm .001$ | ． $991 \pm .001$ | 01 | 03 | ． 928 | ． $929 \pm .003$ | ． $928 \pm .003$ | $.928 \pm .003$ |
| ＋．95 | ． 952 | ． $951 \pm .002$ | $.950 \pm .002$ | $949 \pm .002$ | ． $947 \pm .002$ | ． $935 \pm .003$ | ． $935 \pm .003$ | ． $935 \pm .003$ | $935 \pm .003$ | $.936 \pm .003$ |
| \％${ }^{\text {a }} .90$ | $.896 \pm .003$ | $.897 \pm .003$ | $.896 \pm .003$ | $896 \pm .003$ | $.900 \pm .003$ | ． $943 \pm .002$ | $.943 \pm .002$ | ． $943 \pm .002$ | $.943 \pm .002$ | 943 $\pm .002$ |
| 4．85 | $.848 \pm .003 .8$ | $.850 \pm .003$ | $.849 \pm .003$ | ． $848 \pm .003$ | ． $849 \pm .003$ | $.950 \pm .002$ | $.950 \pm .002$ | ． $950 \pm .002$ | $950 \pm .002$ | 950 $\pm .002$ |
|  | $.796 \pm .004$ | ＋． 004 | ． 79 | $.799 \pm .004$ | $.800 \pm .004$ | ． 95 | ． $958 \pm .002$ | ． 9 | $957 \pm .002$ | 02 |
|  | $.750 \pm .004$ | $.752 \pm .004$ | $.750 \pm .004$ | $753 \pm .004$ | $.751 \pm .004$ | ． $963 \pm .002$ | ． $963 \pm .002$ | ． $963 \pm .002$ | $964 \pm .002$ | ． $64 \pm .002$ |
|  |  |  |  |  |  |  | 01 | ． 01 | $983 \pm .001$ | ． 001 |
| 80 | ． 980 | 980 | $980 \pm .001$ | $980 \pm .001$ | ． $980 \pm .001$ | ． $985 \pm .001$ | ． $985 \pm .001$ | ． $985 \pm .001$ | $985 \pm .001$ | $985 \pm .001$ |
|  | $.958 \pm .001 .95$ | ． $959 \pm$ | ． $959 \pm .001$ | ． $959 \pm .001$. | $959 \pm .001$ | ． $987 \pm .001$ | ． $987 \pm .001$ | ． $987 \pm .001$ | ． $987 \pm .001$ | $987 \pm .001$ |
| ¢ 8.8 | $.935 \pm .001 .93$ | ． 936 | ． $936 \pm .001$ | ． $936 \pm .001$. | 936 $\pm .001$ | $.989 \pm .001$ | $.989 \pm .001$ | $.989 \pm .001$ | $.989 \pm .001$ | $.989 \pm .001$ |
| $\bigcirc .80$ ． | $.912 \pm .001 .912$ | ． 912 | ． $912 \pm .001$ | ． $912 \pm .001$. | ． $912 \pm .001$ | $.990 \pm .001$ | $.990 \pm .001$ | ． $990 \pm .001$ | $.990 \pm .001$ | $990 \pm .001$ |
|  | ． $886 \pm .001$ | 886 | $886 \pm .001$ | $886 \pm .001$. | ． $886 \pm .001$ | ． $992 \pm .001$ | ． $992 \pm .001$ | ． $992 \pm .001$ | $992 \pm .001$ | ． $992 \pm .001$ |
|  |  |  |  | ． $990 \pm .001$ |  |  |  |  |  |  |
| ¢ 9.95 | 02.9 | ． $950 \pm$ | ． $950 \pm$ | $.950 \pm .002$. | ． $950 \pm .002$ | ． $874 \pm .00$ | ． $874 \pm .004$ | $4.874 \pm$ | 874 | $874 \pm .004$ |
| $\sum_{0} 90$ | ． $900 \pm .002$ | $.899 \pm .002$ | ． $898 \pm .002$ | $.899 \pm .002$ | ． $898 \pm .002$ | ． $882 \pm .004$ | ． $882 \pm .004$ | $.883 \pm .004$ | $.883 \pm .00$ | 883 $\pm .004$ |
| $\pm 85$ | ． $850 \pm .002$ | $.849 \pm .002$ | $.848 \pm .002$ | $.849 \pm .002$ | ． $849 \pm .002$ | ． $890 \pm .004$ | $.890 \pm .004$ | $4.890 \pm .004$ | $.890 \pm .004$ | $890 \pm .004$ |
| －． 80 | $.794 \pm .003$ | $.795 \pm .003$ | $.795 \pm .003$ | $.796 \pm .003$. | $.796 \pm .003$ | ． $898 \pm .004$ | $.897 \pm .004$ | $.898 \pm .004$ | $.898 \pm .004$ | ． 004 |
|  | $.747 \pm .003$ | $.749 \pm .003$ | $.748 \pm .003$ | $.749 \pm .003$ | $.750 \pm .003$ | ． $904 \pm .004$ | ． $903 \pm .004$ | ． $904 \pm .004$ | $.904 \pm .004$ | ． $903 \pm .004$ |
|  |  | ． 989 | ． $988 \pm .002$ |  | $.990 \pm .002$ |  | $772 \pm .007$ | $.772 \pm .008$ | $.772 \pm .008$ | 08 |
|  | $.944 \pm .003 .9$ | $.946 \pm .003$ | ． $944 \pm .003$ | ． $945 \pm .003$ | $.946 \pm .003$ | $.778 \pm .008$ | ． $778 \pm .008$ | ． $778 \pm .008$ | $778 \pm .008$ | $778 \pm .008$ |
|  | ． $886 \pm .004$ | ． $894 \pm .004$ | $.896 \pm .004$ | ． $895 \pm .004$ | ． $900 \pm .004$. | $.786 \pm .008$ | ． $785 \pm .008$ | ． $785 \pm .008$ | $.784 \pm .008$ | ．784 $\pm .008$ |
|  | $.830 \pm .005$ | $.838 \pm .005$ | $.840 \pm .005$ | $.840 \pm .005$ | $.843 \pm .005$ | $.794 \pm .008$ | $.793 \pm .007$ | $.792 \pm .008$ | $792 \pm .008$ | $.792 \pm .008$ |
|  | ． 775 | $.789 \pm .005$ | $.789 \pm .005$ | $.788 \pm .005$ | $.795 \pm .005$ | ． $802 \pm .008$ | $.800 \pm .008$ | ． $800 \pm .008$ | $800 \pm .008$ | $800 \pm .008$ |
|  | $.720 \pm .006$ | ． $737 \pm .006$ | ． $737 \pm .006$ | $.735 \pm .006$ | $.745 \pm .006$ | ． $811 \pm .008$ | $.808 \pm .008$ | ． $809 \pm .008$ | ． $809 \pm .008$ | $807 \pm .008$ |
|  |  |  | $.990 \pm .001$ | 990 $\pm .001$. | $.990 \pm .001$ | $.686 \pm .003$ | $.686 \pm .003$ | ． $686 \pm .003$ | $.686 \pm .003$ | $686 \pm .003$ |
| ． 95 | ． $950 \pm .001 .950$ | $.950 \pm .001$ | ． $950 \pm .001$ | $949 \pm .001$ | $.950 \pm .001$ | $.689 \pm .003$ | $.689 \pm .003$ | $.689 \pm .003$ | $.689 \pm .003$ | $689 \pm .003$ |
| \％ 90 | ． $898 \pm .002 .8$ | $.899 \pm .002$ | ． $898 \pm .002$ | ． $898 \pm .002$ | ． $898 \pm .002$ | 693 | $.693 \pm .003$ | $.693 \pm .003$ | $.693 \pm .003$ | $.693 \pm .003$ |
| \％ 2.8 | ． $848 \pm .002 .8$ | $.849 \pm .002$ | $849 \pm .002$ | ． $848 \pm .002$ | ． $848 \pm .002$ | ． $697 \pm .003$ | $.697 \pm .003$ | ． $697 \pm .003$ | $.697 \pm .003$ | $.697 \pm .003$ |
| ． 80 | $.796 \pm .002 .7$ | $.799 \pm .002$ | $.799 \pm .002$ | ． $797 \pm .002$ | ． $797 \pm .002$ | ． $702 \pm .004$ | $.702 \pm .004$ | $.702 \pm .004$ | $702 \pm .004$ | $702 \pm .004$ |
| ． 75 | $.746 \pm .002 .7$ | $.748 \pm .002$ | $.748 \pm .002$ | $.747 \pm .002$ | ． $747 \pm .002$ | ． $706 \pm .004$ | $.706 \pm .004$ | $.706 \pm .004$ | $706 \pm .004$ | $.706 \pm .004$ |
|  | $.990 \pm .001$ | ． $992 \pm .001$ | $.990 \pm .001$ | $990 \pm .001$ | ． $992 \pm .001$ | $.615 \pm .020$ | $.618 \pm .020$ | ． $616 \pm .020$ | $.618 \pm .020$ | $.617 \pm .020$ |
| $\sim$ | ． $952 \pm .002 .95$ | $.951 \pm .002$ | ． $952 \pm .002$ | ． $956 \pm .002$ | ． $956 \pm .002$ | $.622 \pm .020$ | $.619 \pm .020$ | $.619 \pm .020$ | $.619 \pm .020$ | $621 \pm .020$ |
| $\text { カ月: } 90$ | ． $904 \pm .003 .90$ | $.904 \pm .003$ | $.904 \pm .003$ | $.909 \pm .003$ | ． $911 \pm .003$ | $.620 \pm .020$ | $.626 \pm .020$ | ． $620 \pm .020$ | $.625 \pm .020$ | $.624 \pm .020$ |
| U ${ }^{\text {n }} .85$ | ． $854 \pm .004 .85$ | $.854 \pm .004$ | $.860 \pm .004$ | $.861 \pm .003$ | $.866 \pm .003$ | $.622 \pm .020$ | $.629 \pm .021$ | $.631 \pm .021$ | ． $626 \pm .021$ | $626 \pm .021$ |
| ． 80 | $.808 \pm .004 .8$ | $.804 \pm .004$ | $.811 \pm .004$ | $.814 \pm .004$ | $.819 \pm .004$ | ． $628 \pm .021$ | $.636 \pm .021$ | ． $631 \pm .021$ | ． $632 \pm .021$ | $.630 \pm .021$ |
| ． 75 | $.760 \pm .004 .7$ | $.754 \pm .004$ | $.760 \pm .004$ | ． $765 \pm .004$ | $.770 \pm .004$ | $.628 \pm .021$ | ． $637 \pm .021$ | ． $635 \pm .021$ | ． $634 \pm .021$ | $.630 \pm .021$ |
|  | ． $991 \pm .001$ | ． $992 \pm .001$ | $.991 \pm .001$ | ． $991 \pm .001$ | ． $991 \pm .001$ | $851 \pm .003$ | $.851 \pm .003$ | ． $851 \pm .003$ | $851 \pm .003$ | $851 \pm .003$ |
|  | ． $948 \pm .002 .95$ | $.950 \pm .002$ | ． $948 \pm .002$ | $.950 \pm .002$ | $.951 \pm .002$ | ． $858 \pm .003$ | ． $857 \pm .003$ | $.858 \pm .003$ | ． $857 \pm .003$ | $.857 \pm .003$ |
|  | $.902 \pm .002 .90$ | $.901 \pm .002$ | ． $901 \pm .002$ | ． $902 \pm .002$ | $.901 \pm .002$ | ． $865 \pm .003$ | ． $865 \pm .003$ | ． $865 \pm .003$ | ． $865 \pm .003$ | $.865 \pm .003$ |
|  | $.850 \pm .003$ | $.853 \pm .003$ | $.849 \pm .003$ | $.850 \pm .003$. | $.850 \pm .003$ | $.873 \pm .003$ | ． $873 \pm .003$ | ． $873 \pm .003$ | $.873 \pm .003$ | ． $873 \pm .003$ |
|  | $.809 \pm .003$ | $.810 \pm .003$ | $.805 \pm .003$ | $.805 \pm .003$. | ． $805 \pm .003$ | $.879 \pm .003$ | ． $879 \pm .003$ | $.880 \pm .003$ | $.880 \pm .003$ | $.880 \pm .003$ |
|  | $.760 \pm .003$ | $.759 \pm .003$ | $.759 \pm .003$ | ． 758 | 建．003 | ． $886 \pm .003$ | $.887 \pm .003$ | $3.887 \pm .003$ | 87 | ． 003 |
| ｜\＃ | 15／42 | 23／42 | 20／42 | 16／42 | 24／42 | 29／42 | 28／42 | 31／42 | 30／42 | 27／42 |
| $\|V\|$ | $.019 \pm .038$ | $.017 \pm .038$ | $.018 \pm .038$ | ． $018 \pm .038$ | ． $018 \pm .038$ |  |  |  |  |  |


[^0]:    ${ }^{1}$ Exploiting cross-fitting is a common practice also in other fields, such as the double ML approach (2) for causal inference and the cross-conformal prediction algorithm (40).

[^1]:    ${ }^{2}$ Other approaches include confidence intervals for AUC (8) 79) or direct estimation of its variance (4).

[^2]:    ${ }^{3}$ Positive rate in the accepted region, compared to the positive rate in the overall test set, measures fairness of the selection function w.r.t. the class labels.

[^3]:    ${ }^{4}$ The problem is symmetrical in the binary setting.

