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Abstract. In this paper, we describe how Hybrid Intelligence (HI) networks can 

be understood and analysed as Complex Systems, and show how traditional 

theories and methods of ascribing (moral) responsibility in the field of ethics 

and technology provide inadequate guidance with regard to responsibility 

distribution in Complex HI (CHI) Systems. Building on recent work in this area 

(1) we argue this is primarily due to the tendency of those theories to insist on 

either (A) individual-level responsibility distribution, or (B) collective-level 

responsibility distribution frameworks, relying on clear distinctions between 

individuals and collectives, as well as the presence of joint intentions. CHI 

Systems, we argue, do not easily lend themselves to be described in this way, 

and therefore our understanding of responsibility distribution ought to be 

adapted. 

We propose a path away from traditional methods of responsibility distribution, 

to facilitate ethical analysis of HI networks. In doing so, we first explore ways 

to achieve moral responsibility analysis of CHI Systems, using relational 

accounts of autonomy and identity as basis. We then propose a framework of 

relational responsibility to be applied, with an emphasis on forward-looking 

responsibility and dynamic improvement. We conclude by discussing the 

strengths and weaknesses of such an approach, and stake out a way forward for 

ethical Complex Hybrid Intelligent Systems. 
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1 Introduction 

In this paper, we describe how Hybrid Intelligence (HI) networks can be understood 

and analysed as Complex Systems, and show how traditional theories and methods of 

ascribing (moral) responsibility in the field of ethics and technology provide 

inadequate guidance with regard to responsibility distribution in Complex HI (CHI) 

Systems. Building on recent work in this area (1) we argue this is primarily due to the 
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tendency of those theories to insist on either (A) individual-level responsibility 

distribution, or (B) collective-level responsibility distribution frameworks, relying on 

clear distinctions between individuals and collectives, as well as the presence of joint 

intentions. CHI Systems, we argue, do not easily lend themselves to be described in 

this way, and therefore our understanding of responsibility distribution ought to be 

adapted. 

 We propose a path away from traditional methods of responsibility distribution, 

to facilitate ethical analysis of HI networks. In doing so, we first explore ways to 

achieve moral responsibility analysis of CHI Systems, using relational accounts of 

autonomy and identity as basis. We then propose a framework of relational 

responsibility to be applied, with an emphasis on forward-looking responsibility and 

dynamic improvement. We conclude by discussing the strengths and weaknesses of 

such an approach, and stake out a way forward for ethical Complex Hybrid Intelligent 

Systems. 

2 Background 

2.1 Hybrid Intelligence 

Hybrid Intelligence (HI) typically denominates the combination of human intelligence 

and Artificial Intelligence (AI) to achieve some more or less defined goal.1 HI 

networks involve the integration of human cognitive abilities – such as intuition, 

creativity, and critical thinking – with machine learning algorithms, natural language 

processing, and other AI technologies. Examples of HI include human-assisted AI, 

where humans work alongside machines to train AI algorithms, or, conversely, AI-

assisted human decision-making, where AI provides data driven insights and 

recommendations to assist decision -making [2,3,4,5].  

HI systems can be as small or large as they need to be, and may contain as 

many human or AI components as seen fit, with information flowing in few or many 

directions. In other words, they can have low or high directionality. Furthermore, HI 

systems can be more or less direct. For instance, while a human using an online 

chatbot to help write an article abstract is an example of indirect collaboration, a 

brain-computer interface with feedback loops between a language model and a human 

brain may be considered more direct. In many cases, it seems that the more direct and 

highly directional a system becomes, the more difficult it is to track and dissect the 

intentions and contributions of each individual component – in particular where the 

network has synergetic effects, leading to outcomes which do not easily translate to 

the sum of the contributions of the constituents(1). Such an HI network can be 

analysed as a Complex System. 

 
1 Ambient- and Augmented Intelligence, or other forms of intelligence, could arguably also be 

part of HI constellations. However, for the sake of clarity, we here focus on AI and human 

intelligence as key components. 
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2.2 Complex Systems 

A Complex System can be understood as a collection or compound of interacting 

components or agents exhibiting complex behaviour. Complex Systems are typically 

characterized by their intricate dynamics, where small changes in one component or 

agent can have significant effects on the entire system. Examples of Complex Sy-

stems can be found in many different fields of study, including biology, ecology, 

economics, and physics, but can also be found in other domains, such as, financial 

markets, social networks, or indeed the human brain.[6,7,8,9,10,11,12]. 

Crucially for our purposes here, Complex Systems have emergent properties: 

the behaviour of the system as a whole cannot be exhaustively described or 

understood solely by observing the behaviour of its individual agents or constituents 

in isolation. Instead, the properties of the system arise from the interactions and 

feedback loops between the constituents. Furthermore, Complex Systems are 

adaptive, capable of changing their behaviour in response to changing environments 

and inputs. This adaptability make Complex Systems resilient in the face of change or 

disruption, but can also make their mechanisms and functions elusive and difficult to 

analyse. Therefore, where HI networks are aptly understood as Complex Systems, 

analysing distribution of responsibility within that network (or between networks) can 

prove challenging. 

2.3 Moral Responsibility and CHI Systems 

Most commonly, responsibility is attributed on an individual level: e.g., a person P is 

responsible for an outcome O if P caused O, P knew what O would entail, and P re-

asonably could have acted otherwise (not O). In other cases, P cannot, and/or does 

not, act alone, but does so together with others. In such cases, we may be inclined to 

ascribe joint, or collective responsibility. Most ethical frameworks for collective 
responsibility require that (i) all members of the collective are aware that they are part 

of that collective, and identify as members of that collective; (ii) all members intend 

to cause an outcome as that specific collective, and (iii) all members contribute to the 

realization of that outcome [1,13,14,15]. However, we argue, these criteria may not be 

met in CHI Systems, and yet we may hold the alternatives – individual responsibility, 

or no responsibility at all – to be unsavoury and/or counterintuitive. For instance, if a 

large CHI System causes a catastrophic outcome due to the effects of an emergent 

property, it will be difficult to fairly pinpoint which individual(s) to blame. Yet, it 

seems CHI Systems and their constituent agents are not necessarily amoral. Moral 

responsibility attribution in CHI Systems may instead be better understood and served 

by an approach which focuses on the relational aspects of responsibility – an approach 

which is increasingly used in ethics analysis and assessment in health and care 

settings to understand complex multi-agent decision-making and action [16,17.18]. 

3 Methods 

In this paper we adopt a conceptual analysis methodology [19,20] to the concept(s) of 

‘(individual, collective, relational) responsibility’, and the related terminologies and 
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taxonomies. We then apply a normative analysis methodology [21,22] to show how a 

coherent framework for relational responsibility distribution and attribution can 

inform CHI Systems development, policy, and praxis. 

4 Results 

4.1 Conceptual analysis 

We focus on a select number of features of moral responsibility, which we take to be 

key to understanding CHI Systems. First, it is important to distinguish moral re-

sponsibility from causal responsibility, and legal responsibility. While these are often 

connected (i.e. if an agent causes a bad outcome by acting immorally, they may face 

legal consequences), they are distinct concepts which require separate attention. In 

this paper, we focus our attention specifically on moral responsibility, while 

acknowledging the role of causal and legal responsibility in shaping a practical ethic 

for CHI Systems. 

 Second, we distinguish between backward-looking (moral) responsibility, and 

forward-looking responsibility. Backward-looking responsibility typically ascribes 

and/or describes attribution of blame and praise for something which has occurred, 

while forward-looking responsibility ascribes and/or describes attribution of duty and 

incentive for some state of affairs which is either to be maintained, or (perhaps more 

commonly) to be brought about [23]. 

 Thirdly, we outline the key features of the concept ‘relational respon-

sibility’[24], and its sister concepts ‘relational identity’[25] and ‘relational autonomy’ 

[26,27,28]. We emphasize the necessity of relationality as a general component of 

moral responsibility. E.g., ‘Person P is backward-looking responsible for action2 X to 

Person Q means that it is fitting for Q to hold P responsible for X’, and ‘P is forward-

looking responsible for X to Q means that P owes it to Q to see to it that X’. In the 

context of CHI Systems, we further note that P can co-constitute Q, and vice versa, as 

well as the possibility that P=Q under some circumstances. 

4.2 Normative analysis 

(Moral) responsibility ascription and attribution in AI and HI networks being difficult 

(not to say impossible) is widely considered to be a problem [29,30,31]. This problem 

is largely grounded in applied responsibility theory being inapt in the domain in 

question, as it fails to speak to our intuitions and experiences about actions and 

omissions in HI networks. To address this problem, there is a case to be made to 

analyse HI networks as Complex (CHI) Systems. To analyse CHI Systems, one needs 

to take into account not only the agents and their individual or collective attributes, 

but also the dynamic interrelations between them. To inform the development of a 

framework for moral responsibility ascribing and distributing in CHI Systems, we can 

take inspiration and guidance from other domains and sectors. In particular, there is a 

growing bioethics literature on the role and importance of relationships in health and 

 
2 'X’ could denote an outcome rather than an action, depending on which framework we apply. 
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care, spanning relational identity [25, 32,33], relational autonomy [26, 27, 28, 34, 35], 

and relational responsibility [24, 36, 37]. Relational identity can be understood as 

aspects of identity retention and shaping which to some degree are determined by 

persons’ relationships with others (e.g. family/spousal care of persons living with 

dementia); relational autonomy typically denotes interrelational aspects of self-

determination and decision-making (e.g. shared decision-making in complex medical 

dilemmas); relational responsibility, subsequently, can be understood as a framework 

for ascribing and distributing responsibility within multi-agent networks as a “means 

of valuing, sustaining, and creating forms of relationship out of which common 

meanings – and thus moralities – can take wing” [24]. 

 In taking a relational approach to analysing responsibility in CHI Systems, notably, 

forward-looking responsibility takes a dominant role, at the expense of backward-

looking responsibility. This is due to at least two factors. First, relational 

responsibility frameworks emphasise relationship building and cultivation. While 

backward-looking responsibilization mechanisms (such as blaming or praising) play a 

part in such cultivation processes, they appear neither sufficient nor necessary for 

such a project. Forward-looking responsibility, on the other hand, appears to play a 

central role in relationship cultivation. Second, analysis of networks and systems is 

normally focused on improvement. Therefore, an analysis of moral responsibility in 

HI networks as Complex Systems naturally lends itself to a more forward-looking 

structure aimed at improvement of those systems. 

 

5 Conclusion 

HI networks are often constituted by a large number of agents, some of which we 

would identify as moral agents (competent persons), and some which we would 

ascribe an amoral or non-moral status (XI technology). Widely accepted frameworks 

for ascribing and distributing moral responsibility are poorly equipped to aptly 

analyse these HI networks. One reason for this is that HI systems need to be 

understood as Complex Systems, and most ethical frameworks struggle with such 

systems. We propose that HI networks should be understood and analysed as 

Complex Systems, and that relational responsibility accounts of moral responsibility 

are better equipped than other frameworks to perform ethical analysis and guide 

development, policy, and praxis in this domain. This will have profound impacts on 

how we understand ethical behaviour in HI, in particular as moral responsibility may 

give more weight to forward-looking responsibility than to backward-looking 

responsibility. 
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