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Abstract. eXplainable Artificial Intelligence (XAI) aims to explain the
predictions and operations performed by an AI model. Its goal is to
make AI models more understandable to humans. However, XAI meth-
ods sometimes produce explanations in implementation-dependent for-
mats and these artifacts may stimulate different perceptions in users with
different backgrounds. Conversational XAI systems have been proposed
to provide explanations in the form of conversation based on natural
language. This new trend for XAI systems focused on a human-centered
approach provides more powerful forms of explanation representation. In
this study, we analyze the current state of the art of Conversational XAI
systems and propose a general formalization based on currently available
literature. Moreover, we devise a general Conversational XAI architec-
ture that includes two new components designed to improve the user
experience both functionally taking into account the recurrent questions
and in terms of trustworthiness by explicitly providing metrics for the
explanation.

Keywords: Explainable Artificial Intelligence · Conversational Inter-
face · Human-Computer Interaction.

1 Introduction

Explainability is a key factor when it comes to trustworthy Artificial Intelligence
(AI). eXplainable Artificial Intelligence (XAI) is an active field of research that
addresses the problem of explaining decisions made by an AI model according
to reliable criteria. As denoted in [5], there are mainly two phases in which one
can intervene in requiring an explanation from the model: (i) use algorithms
that produce models that are inherently interpretable [24]; (ii) query the model
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once trained, observing what output it provides in relation to any test sample,
whether synthetically generated instances or from the original dataset. This
second approach is also known as post-hoc explanation. It is easy to see that
the most flexible approach concerns post-hoc methods since they often do not
depend on the black-box model thus being model agnostic. In [10], the methods
proposed for solving the problem of generating an explanation against a black-
box model are widely described and depending on the type of problem, and the
type of input data (tabular, images, or text), the visualization of the resulting
explanation can take different forms [3,19,30]. However, as pointed out in [21],
the visualization of the explanation is the result of the intuition of the researchers
who developed the explainer without actually considering the perception of the
end user. In this direction, several recent proposals in the literature place the
end user at the center of the design process of the resulting explanation.

As emerged from interviews with experts in the field, such as physicians
or researchers who regularly use XAI techniques in their workflow, practitioners
prefer to interact more with the explanations provided by an XAI method rather
than interpreting its visualization [2,15]. This indicates how a conversational ex-
perience fosters human-AI interactivity, abstracting the formalisms required to
interrogate a trained model and thus laying the foundation for an experience
based on transparency and trust. These insights motivate the adoption of Con-
versational XAI, an explainability technique that aims to simplify the exchange
of prediction-related explanations between AI and humans by means of natural
language. However, there is no clear and commonly accepted definition of what
a Conversational XAI system is in the literature, so in this paper, we propose
a general definition by formalizing the key components suitable for achieving a
satisfactory conversational interaction from the end user’s perspective. We an-
alyzed the state of the art of Conversational XAI systems, starting with the
rationale behind the concept. In order to identify commonly used components,
we selected the currently available literature in which reproducible implemen-
tations are discussed. Finally, with the formalization we propose, we highlight
the importance of two new components that we introduce to improve the user
experience both functionally and in terms of trustworthiness.

The remainder of this study is structured as follows: we analyze the state
of the art of Conversational XAI systems by following its evolution in Section
2. In Section 3 we highlight some problems related to the non-formal definition
of conversational systems and then propose a possible general formulation. In
Section 4 we discuss the contribution of our formalization and its possible impact
on real conversational systems. Finally, in Section 5, we conclude the paper and
give reasoning ideas for future scenarios.

2 Related Work

Conversational AI agents are the core element of Conversational XAI systems.
These agents are designed to facilitate human-like interactions through natural
language. According to [35], conversational agents can be categorized based on



Conversational XAI: Formalizing its Basic Design Principles 3

their use cases. First, there are rule-based agents that use a predefined set of
rules to guide the conversation. They are particularly effective in scenarios where
conversations focus on providing information or answering frequently asked ques-
tions. However, a major limitation of this approach is the finite size of the rule set.
Second, generative agents use Natural Language Processing (NLP) techniques
and generative models to understand user intent and generate natural language
responses. They are commonly used in applications where conversational agents
need to provide more engaging interactions, such as virtual assistants, social
chatbots, and conversational games. One problem with this type of conversa-
tional agents is that of out-of-scope intent, where the user’s input or query falls
outside the defined scope or domain of the system’s capabilities. An attempt is
made to respond to this problem with out-of-scope intent classification, trying
to identify queries that do not belong to any of the intents supported by the
system. The classification of out-of-scope intents, however, is scarcely studied
due to the lack of publicly available information, as pointed out by [17]. Finally,
retrieval-based agents retrieve preexisting answers from a knowledge base or a
collection of predefined answers based on user input. They excel at information
retrieval tasks, similar to rule-based agents. However, retrieval-based agents are
relatively simplistic in nature. They lack flexibility and the ability to generate
new responses, as they solely rely on the information stored in the knowledge
base. The basic architecture of a Conversational AI agent is based on three el-
ements [12]: (i) the Natural Language Understanding (NLU) unit that must
be able to classify user intentions from textual input and extract entities, i.e.,
discrete pieces of information within the sentence; (ii) the Dialogue Manage-
ment System, which is the component responsible for managing the flow of the
conversation. Typical functionalities of a Dialogue Management System include
conversation state tracking and context management; finally, (iii) the Natural
Language Generation (NLG), which is responsible for making the conversation
more engaging through text generation based on user input and conversation
history managed by the Dialog Management System.

While Conversational AI aims to create natural and interactive conversa-
tions between humans and AI agents, Conversational XAI goes a step further
by addressing the need for explainability and interpretability. In [23], the expla-
nation process is defined as a socio-cognitive process composed of two phases:
(a) the cognitive phase in which an explanation is selected as reliable from a
set of a priori identified causes; (b) the social phase in which knowledge of the
explanation is actually transferred from the explainer to the human. It is the
latter part that generally receives the least attention when building an XAI
method, thus failing to establish trust between the model and the end user.
Several proposals show the advantages of designing a conversational interface
through the use of Wizard of Oz (WOz) prototypes [38], in which the real AI
model has not been developed and is replaced by a real agent that emulates its
behavior, “magically” executing requests sent to the system, hence the reference
to the Wizard of Oz. In [2], more generally, WOz is proposed as a technique
for collecting feedback from users during the use of the emulated AI model by
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subjecting users to different scenarios such as true positive or false positive clas-
sifications. In [11], WOz prototyping is used to observe human-robot interaction
tailored to an explainability use case, where the “wizard” emulates the responses
of an AI-powered robot, attempting to explain its functionality. As a result of
this experiment, the need to have functional requirements, such as a NLU com-
ponent that understands user intent related to explainability, is demonstrated,
since the same intent can be formulated in multiple forms. Interesting work has
been carried out in [15] by investigating the perception of current real-world
explanation methods by domain experts. Key results show how domain experts
are not fully satisfied with current XAI techniques and would prefer a more
interactive approach with the explainer accompanied by metrics that evaluate
the explanation. In addition, the authors identify best practices that may be
considered when designing an interactive explanation system and present re-
quirements for interactivity, explainability, and context management. A recent
proposal [28] explores the impact of an extended model-agnostic XAI technique
[29], called Doctor XAI, on a clinical decision support system (DSS). The pur-
pose of Doctor XAI is to provide explanations for Doctor AI, a deep learning
model for next visit diagnosis prediction. The authors conducted tests on the
developed prototype involving healthcare experts, asking them to estimate the
probability of a patient suffering from acute myocardial infarction based on his
or her medical history, supported by the Doctor AI explanation system. The
results show that practitioners generally tend to trust algorithmic suggestions if
they are accompanied by an intelligible explanation, in this case through textual
natural language. In [4] an explainable recommendation system addresses the
problem of including incremental user feedback in the learning process. The pro-
posed system calculates a score that identifies how much the user likes the object
of the recommendation, generating a text-language explanation that motivates
the prediction. The end user can provide feedback that is used to iteratively
fine-tune the model. In [36] a tool named TalkToModel5 has been proposed that
tackles different aspects of user-model interaction through a conversational in-
terface. Different figures such as data scientists, physicians, or generic end users
are considered as target of the explanation, and the tool aims at generalizing
the type of model to which explainers can be associated through a system of
translation by sequence between sentences entered by the user and grammatical
commands given to the TalkToModel system. The generalization comes at the
cost of providing an initial dataset containing examples of translation between
user inputs and commands used to train a Large Language Model (LLM) in
charge of predicting the command. Similarly, in [27], a tool called XAgent6 was
developed under the assumption that the end user of the conversational system
has no prior Machine Learning knowledge. In this work, the intents defined by
the XAI question are mapped explicitly to XAI methods, e.g., questions related
to the importance of features are answered using SHAP [19] as an XAI method,
while requests for counterfactuals activate DICE [25]. The author extends a

5 https://github.com/dylan-slack/TalkToModel
6 https://github.com/bach1292/XAGENT

https://github.com/dylan-slack/TalkToModel
https://github.com/bach1292/XAGENT
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dataset of XAI queries collected from [16] by adding paraphrased versions of the
same queries using GPT-3 [1]. In this approach, the text does not totally replace
the explanation, contrary to other proposals, but it is used to complement a
visualization produced by a method of XAI, e.g., a waterfall plot showing the
importance of features accompanied by explanatory text. Several approaches are
based on the derivation of a Conversational XAI system from a dialogue model
often represented as a state machine in which the dialogue actors, i.e., the ex-
plainer and the human, communicate in a sequence of shifts that often have
as their final state an evaluation of the explanation provided by the explainer
[21,20,27]. In this configuration, the concept of conversation context proves to
be necessary because the user might take up examples discussed earlier in the
conversation. An explainer-agnostic system, called ConvXAI7, has been proposed
in [22] where natural language acts as a bridge between the explanation received
from an XAI method and the end user. In ConvXAI the dialogue model contains
three components: explanation, argumentation, and clarification extending the
work previously done by [20]. The newly introduced clarification component
handles any queries about details regarding explanation or argumentation with
respect to the selected XAI method. The results of this approach show that the
perception of an explanation depends on the end user and that support for the
explanation, whether in the form of natural language or metrics, is interpreted
as more reliable, enabling trust between humans and models. The state machine
is not the only way to model a dialogue, recently the author of [42] proposes
Behaviour Trees (BT) as a representation of a dialogue, justified by the granular
level of definition of a single dialogue state, in order to implement conversational
explanation experiences (EE).

In [13], the authors created an open explanation system using dialogue, specif-
ically, they implemented a chatbot called dr ant8 that allows the recipient of the
explanation to interact with a Machine Learning model and its explanations. In
this experiment, the authors trained a random forest model that predicted the
probability of survival on the Titanic dataset9. Users could dialogue with the
model to understand the logic behind its predictions. The purpose of their study
was twofold: first, to propose a prototype of a Conversational XAI system, and
second, to find out what types of queries the end user asks to understand the
model’s decision-making process. In particular, the latter goal provided a bet-
ter comprehension of how to meet the explanatory needs of a human operator.
The authors conducted an analysis of the collected dialogues for each category,
they calculated the number of conversations with at least one such question. For
example, the what-if category includes questions such as “How was it calculat-
ed/derived?” while the feature-importance category covers questions such as
“What makes me most likely to survive?”. Regarding the system architecture,
it consists of several components. Among these, there are a web-based Interface,
Explainers, and a Dialog Agent with NLU and NLG components.

7 https://github.com/Naviden/ConvXAI
8 https://github.com/ModelOriented/xaibot
9 https://www.kaggle.com/c/titanic/data

https://github.com/Naviden/ConvXAI
https://github.com/ModelOriented/xaibot
https://www.kaggle.com/c/titanic/data
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The authors note that users involved in the conversation seem to be more
focused on the model’s decisions rather than its metrics. This aspect indicates a
preference for qualitative data and underscores the importance of an interactive
experience: users seem more interested in understanding the answers provided
and formulating hypotheses by actively interacting with the tool than in inter-
preting passive responses.

3 Methodology

Examination of the state of the art of Conversational XAI systems shows that
there are several strategies for implementing this type of conversational inter-
face. Much of the effort has been made to define dialogue patterns inspired
by social interaction between human beings. However, because Conversational
XAI is a fairly recent area of research, Conversational XAI systems have no
commonly accepted definition. On the one hand, this allows some flexibility in
designing the architecture of these systems; on the other hand, it is important
to identify the key components that can lead to an effective user experience.
Moreover, textual representation only satisfies some use cases of explainabil-
ity, resulting in poor generalization by those implementations that do not take
into account the need for different forms of explanation. For example, when the
training dataset consists of images, many of the current state-of-the-art explain-
ability techniques [6,39,37,3,34] are based on gradient extraction, which provide
an almost immediate visualization at a glance. In this case, an explanatory text
should contextualize the result of the XAI method and not replace it.
Observing the current state of the art for Conversation XAI, our proposal is a
general formal definition that can accommodate all the fundamental components
of these systems:

Definition 1. Conversational XAI is a set of technologies, which use natural
language as a means of communication between an explainer (XAI method) and
an explainee (human). It is formally represented by Equation 1:

CXAI = ⟨DS, b, E,R,M,D⟩ (1)

where DS is a Dialog System, namely the conversational agent in charge of
generating an answer based on the user’s inputs; b is the black-box model we
want to explain, E = {e1, e2, . . . , en}, with |E| ≥ 1, is the set of explainers,
R = {r1, r2, . . . , rm} with |R| ≥ 0 is the set of the user-defined routines, M =
{m1,m2, . . . ,mz} with |M | ≥ 1 is a set of explanation metrics, D = {X,Y } is
the original dataset with which b was trained, with X denoting the data points
and Y denoting the labels. Note that the dataset can also be inaccessible once the
model has been deployed; in this case, D = ∅.

We do not place any restrictions on the type of dialog system because there are
several ways to implement it [20,22,42]. However, we note that to be defined
as conversational, a system must understand the user’s intent and generate an
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appropriate response in textual natural language. In this sense, the former func-
tionality is generally performed by an NLU component, while the latter is pro-
vided by an NLG or a predefined template-filling mechanism. Note that we have
defined a set of explainers E because many of the current XAI techniques depend
on the type of data on which the AI models are trained, so good generalization is
possible by supporting different explainers. In addition, having different explain-
ers applicable to the same type of data allows one to evaluate the explanations
from different perspectives: for example, to check the importance of features, one
could compare the explanation generated by SHAP [19] with that generated by
LIME [32]. Our formalization (Equation 1) introduces two new elements with
respect to the implementations proposed in the currently available literature:

i) the routines set R, aimed at improving the user experience by automating
the execution of several recurring questions in the form of routines. Such com-
ponent will provide a unique input to the resulting XAI Conversational system
in the execution of several tasks. To illustrate the concept of routine, consider
a scenario in healthcare. A physician using an AI model at the diagnosis stage
can make use of Conversational XAI systems to interact with the AI model in a
transparent way, and obtain explanations about the prediction of the diagnosis.
During the interaction with the Conversational XAI system, the physician can
ask preliminary questions common to each diagnosis. The ability to aggregate
them into a routine means that for each diagnosis there is no need to annotate
the different common preliminary questions but only the routine identifier as
the input prompt. As a result, the input preliminary questions are less prone to
human errors and the interaction is not unnecessarily long and repetitive.

ii) the metric set M , which represents the measures to evaluate the explana-
tion. The end user will be provided with all the available elements to evaluate
the reliability of an explanation generated by an XAI method, including state-
of-the-art metrics, such as fidelity or methods of insertion and deletion [9,26].
Validating explanations with a metric means having an indicator parameter for
the reliability of the explanation. In this way, the end user visualizes, as the
response of the Conversational XAI system, the prediction of the AI model, the
explanation versus the prediction, and the reliability of the explanation.

Finally, we have made explicit the original training dataset D as an optional
component of the Conversational XAI system. This is because some of the pro-
posed implementations assume that they have the dataset available [36,27], but
in many applications, explaining a black-box model does not necessarily imply
having access to the source dataset and thus in the formalization it is represented
as optional. Figure 1 summarizes the proposed formalization in diagram form.
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Fig. 1. Full representation of a general Conversational XAI system according to our
proposed formalization.

4 Discussion

As pointed out in Section 2, natural language is generally preferred as a means
of communication between humans and AI. Therefore, we propose a general
formalization that a Conversational XAI architecture can implement. In our
proposal, we combine the components necessary to translate an explanation
generated by XAI methods into a form understandable by any type of end user,
regardless of their background.

Our formalization remains flexible with respect to different implementations
since it does not refer to specific dialogue patterns studied in the literature. Fur-
thermore, we call it realistic since we openly consider the possibility of not having
the training dataset available, as might happen in real scenarios. We introduced
two components aimed at improving the user experience both functionally, by
adding the concept of XAI routines to automate recurring tasks, and in terms of
trustworthiness, as we believe that every explanation produced by XAI methods
should indicate its degree of reliability, thus giving the user all the elements to
make his or her own assessments. As an example, consider a data scientist who
needs to debug a black-box model and resorts to XAI methods. He might use
the method in the traditional way or define XAI routines that can be reused in
different contexts and thus with different black-box models. To verify that our
formulation is general, we apply it to the Conversational XAI models considered
in our literature review, whose differences are summarized in Table 1, extending
the respective architectural diagrams of each tool.
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Table 1. Comparison of selected proposals. From left to right: Conversational XAI
System; technology used for NLU; conversational context support; technology used for
NLG; metric calculation on explanation; supported explainers.

Method NLU Context NLG Metrics Explainers

Kuźba et al. [13] Dialogflow10 ✓ Dialogflow CeterisParibus [14]
iBreakDown [7]

Slack et al. [36] T5[31] ✓ Template Filling ✓ LIME [32]
SHAP[19]
DiCE[25]
PDP[8]

Nguyen et al. [27] RoBERTa[18]
+ NN

✓ Template Filling LIME [32]
SHAP[19]
DiCE[25]
Proto[40]
CFProto[40]
Anchor[33]

Malandri et al. [22] RASA11 ✓ Template Filling LIME [32]
SHAP[19]
FoilTree[41]

ConvXAI We have represented the original architecture of ConvXAI [22] ac-
cording to our formalization in Figure 2. Although ConvXAI introduces the con-
cept of clarification, it refers to a possible state the conversation may be in, and
its function is based on an element of disambiguation of the conversation itself.
Differently, in our formalization (Equation 1), we identify the set of metrics as
the set of tools that allow us to calculate a reliability score of the explanation
to be shown to the end user. ConvXAI also provides a good user experience
through context management, allowing the user to make references to elements
that emerged backward during the conversation. We propose a further step, ex-
ternal to the dialog system, adding the set of routines. Finally, in the original
ConvXAI architecture, explicit reference is made to the dataset used to train the
black-box model. In our conception of the Conversational XAI system, however,
the training dataset is treated as an uncertain element, since it is not always
present in all real-world scenarios.

TalkToModel Figure 3 shows how we can model a typical flow described in
[36] by adding the contribution of our formalization. Even though TalkToModel

introduces the fudge score used to select the most faithful explanation among
those generated by different methods, this metric is not shown explicitly to the

10 https://cloud.google.com/dialogflow
11 https://rasa.com/

https://cloud.google.com/dialogflow
https://rasa.com/
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Fig. 2. Extended architecture of ConvXAI. The architecture proposed in [22] is high-
lighted within the pink area, while our extension is represented by the components
Routines Handler and Metrics Pool. In addition, the Data component is represented
with dashed lines to symbolize its optionality.

end user, whereas in our proposal we encourage the visualization of an explana-
tion reliability score alongside the explanation itself. TalkToModel offers not only
XAI-related operations but also those related to the dataset and the AI model
itself. However, there remains the risk of running into limitations when trying
to explain a black-box model without having access to the training dataset.
The typical TalkToModel execution flow involves the user entering textual in-
puts that are processed one at a time to execute the corresponding commands.
With our formalization, we add the concept of routine, which in the context of
TalkToModel results in the invocation of functionality from different domains
within the same user request.

XAgent XAgent [27] explicitly maps user intent to the authors’ systematically
chosen methods of XAI. In this configuration, from the point of view of user
experience, the set of routines becomes particularly advantageous: in order to
launch the execution of multiple methods, the user must be able to formalize
his request so that all the desired intents are well exposed. This request may be
arbitrarily ambiguous due to the amount of content and may result in repeating
the query multiple times. A direct approach, on the other hand, such as defining
a routine, avoids the composition of long sentences. In Figure 4 we show how the
XAgent [27] architecture can be extended by introducing the component that can
execute user-defined routines. We have also added a step prior to the generation
of the response identified by the calculation of metrics on the explanation.

dr ant The original architecture of dr ant [13] is based on a multi-shift chatbot
whose task is to answer users’ questions about the underlying black-box model
trained on the Titanic dataset. We show how our proposed formalization can
be applied to this type of system in Figure 5. We emphasize the fundamental
aspects necessary to achieve a conversational experience that can be evaluated
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Fig. 3. Extended overview of TalkToModel. The original architecture proposed in [36]
takes place in four stages. We introduce a new type of input, such as a user-defined
routine, to automate recurring tasks. We also add an additional step, such as calculating
metrics that must be formatted and displayed in the form of a degree of confidence in
the final result.

Fig. 4. Extended architecture of XAgent We added the visualization of the training
dataset, represented by a dotted line as optional, and the black-box model to be ex-
plained. In addition, we added the user-defined routines component and the pool of
metrics used to evaluate the explanation.
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by the end user himself. Furthermore, since users’ backgrounds may vary, the
ability to automate a set of questions in the form of routines is a functional
aspect that can enhance both the experience of the experienced user, such as
a data scientist, and the user with no prior knowledge, who can find his own
aggregation of common questions that meets his needs.

Fig. 5. Extended architecture of dr ant. The user can request one or more explanation
tasks from the agent in the form of a routine. The explanation produced is evaluated
with appropriate metrics contributing to the final answer. Requests concerning the
initial dataset, such as feature distribution information, can be fulfilled if the dataset
is available.

5 Conclusion and Future Work

In this study, we reviewed the current literature on conversational XAI systems
and provided a possible general formalization. Our proposal outlines what are
the key components to build a Conversational XAI system necessary for a satis-
factory user experience. To verify that our formalization is general, we applied it
to Conversational XAI models available in the literature, showing how different
implementations can conform to our formalization. Our goal is to provide other
researchers with a starting point for implementing conversational explanation
systems by defining the components needed to relate transparency and trust
requirements to real-world scenarios. We examined the trend toward which cur-
rent conversational systems are moving, noting that complex representations of
explanations are becoming increasingly common in order to provide end users
with all the elements to evaluate the decisions made by the AI model.

Future work involves the implementation of the formalized components into
conversational systems in order to estimate their impact on current systems in
terms of performance and user experience. Just as the advancement of technol-
ogy has generated new jobs needed for current automated systems, we believe
that the deployment and rapid growth of XAI will lead to the need for a special-
ized black-box systems explainer figure, such as an AI explainer engineer or an
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AI explainer architect, for entities adopting AI within their business in the com-
ing years. In addition, collaboration among professionals with multidisciplinary
backgrounds during the design phase can enable the creation of increasingly
human-friendly XAI systems.
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