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Abstract. Active Learning (AL) operates on the concept that machine
learning algorithms can achieve greater accuracy with fewer training la-
bels if they can choose the data points from which they learn. Typically,
human annotators provide the labels, but their decisions are often influ-
enced by heuristics and biases. Research in social psychology indicates
that humans tend to make decisions based on a limited set of attributes,
sometimes relying on a single attribute (referred to as Take the Best).
This paper presents a closed-form expression that provides the probabil-
ity of a data point being mislabeled by the human heuristic. Expanding
on this, we also introduce a new drop-out mechanism that impacts the
human labeller’s attribute selection, thereby nearly doubling the effec-
tiveness of Active Learning.

Keywords: Active Learning · Human-in-the-loop · Human behaviour ·
Biases · Take the best heuristic

1 Introduction

There are various scenarios where it is significantly expensive to obtain labels of
instances as opposed to their input attribute values. Take the following scenar-
ios: [Scenario 1]A Hospital wants to decide on the patients to whom Intensive
care must be provided, [Scenario 2] A Bank intends to decide on the customers
to whom the loan must be sanctioned, or [Scenario 3]An IT Firm needs to short-
list applicants for a particular role. In all these scenarios, it is clear that for a
prediction model to be created, obtaining the attribute information would be
an undemanding task compared to their labels. Active Learning(AL) has the
leverage of choosing the data points to be queried at each instance, reaching
the benchmark accuracy with fewer queries(labelled instances). Starting with
a few labelled examples, a typical Active Learner queries the oracle to obtain
labels for one or more unlabeled samples and chooses further points to query
based on labels obtained on previous queries [1]. A substantial set of AL-based
querying[9], including the three standard use case scenarios(Scenarios 1,2 & 3),
involves Human-in-the-loop learning (HIL/HITL) systems where the annotator
is a human.

Many of the previously implemented studies in Active Learning assume the
oracle to be a bias and error-free annotator[2–4]. However, published psycho-
logical works have established that humans tend to be biased, resulting from
a heuristic when making decisions[5]. Hence, the labels provided to the Active
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Learner could also result from a particular bias possessed by the annotator,
thereby reducing the performance of the model trained[6].

Our work tries to decrease the impact of such biases by following a query
approach mechanism where specific data would be hidden while querying the
annotator for certain instances prone to be mislabelled. This forces the human
oracle to provide labels without information on the values of a few sets of at-
tributes for each instance. In addition to the decrease in the possibility of the
human oracle to base all its decisions on a particular set of attributes alone, it
also increases the quality of labels obtained.

The rest of the paper is structured as follows. Section 2 describes a few
published works related to our study. Section 3 details the methodology followed.
Sections 4 and 5 include the human heuristic(Take the best) and the drop-out
mechanism proposed in our study. The Theoretical Validation and Experimental
Results encompass the subsequent sections, followed by the Conclusion.

2 Related Works

A few published works in active learning consider human errors in providing
labels and have found AL performs poorly when an oracle happens to be hu-
man[12]. This error has also been assumed to result from an unbiased label
noise[10, 11]. Earlier works tried to tackle this by obtaining feedback on the
features in addition to the labels from the human annotator [13, 14].

However, literature from behavioural economics and psychology informs us
that humans follow various heuristic strategies when making decisions in both
simulated and real settings[7, 8]; providing labels for AL should be no exception.
Thus, the assumption made by traditional active learning literature of unbiased
label noise might not hold.

Our work addresses the impact of human heuristics on an active learning
setup by proposing a novel drop-out mechanism. Dropping specific nodes ran-
domly while performing predictions is a technique used in deep learning to avoid
over-fitting[15]. More specifically, a drop-out-based active learning for regres-
sion was proposed involving a tailored neural network employed with a drop-out
mechanism that works by dropping out certain neurons, thus disabling certain
parts while training the model[16]. Even though this methodology helps in reg-
ularizing overfitting in the model, it doesn’t directly impact the bias included in
the dataset by the oracle that our model achieves.

3 Methodology

As shown in figure 3, the methodological framework includes a standard active
learning algorithm(entropy sampling[17]) that chooses the data point(xn) from
a pool of unlabeled data points to query(Xpool). From the data point chosen,
the proposed drop-out mechanism drops the attribute values that must not be
presented to the oracle. This results in xoracle

n , which contains a subset of at-
tributes present in xn that are to be sent to the oracle for labelling. In our study,
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Fig. 1. Methodological framework

we mimic the functionality of an oracle by using Take the best heuristic as the
decision strategy used by the oracle. The heuristic finally provides the label(yn),
which is then used to train the underlying Logistic Regression classifier. Take the
best heuristic and the proposed drop-out mechanism, which has been detailed
in subsequent sections.

4 Take the best heuristic

Well-established behavioural science literature’s[7, 8] have formulated the exis-
tence of various heuristics humans use while making a decision. We consider one
such heuristic, Take the Best(TTB), for our study due to its frugal nature, high
usage, and good performance.

This heuristic is based on the scenario that a human would make a deci-
sion based on the best attribute, i.e., the attribute that the human believes to
influence the most. Thus, when a data point is queried, the heuristic looks at
a particular feature value alone and assigns a label if the value is greater than
the population median. In our study, the accuracy of the decision made by each
attribute was evaluated to find the best-performing attribute.

5 Drop-out Mechanism

The quality of a label provided for a query depends on the attribute chosen
by the heuristic for labelling. This selection can be influenced by concealing
attribute information during querying. To determine which attributes to drop
during each query, we propose the following hypothesis:

Hypothesis: The probability a data-point queried would provide an incorrect
label can be computed using their attribute values(a,b) as follows:

P (
error

a, b
) = 0.5− 1

90
tan−1 min(a, b)

max(a, b)
(1)

Theoretical proof of this hypothesis is provided in the subsequent section.
While querying, the designed mechanism uses the probability of error computed
using eqn(1) for every possible attribute combination to drop attributes before
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querying the heuristic. This prevents the heuristic from relying on those in its
decision-making process.

The mechanism thus involves the following steps:

Input: Active Learner provides the data point to be queried.
1: The below are computed during each query.

(a∗, b∗) = argmax
(a,b)

P

(
error
a, b

)

Pmax = P

(
error
a∗, b∗

)
2: if Pmax ≥ 0.8:

The attribute whose value min(a*,b*) is dropped
3: The oracle is then queried by providing information on the remaining at-

tributes
Output: The Label thus obtained is trained with all attribute values of the

instance

The above steps are repeated after the selection of subsequent instances by
the Active Learner.

6 Theoretical Validation

Take the best heuristic involves decision-making by the human oracle based on a
single attribute. Let us consider a prediction task involving attributes A and B,
as shown in Figure 2. The origin here represents the median values. Hence, the
Heuristic decision boundary(HDB) will be along the A axis if B is used by the
heuristic and vice versa. This study assumes the True decision boundary(TDB)
is linear and could make any angle with A.
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TDB2

TDB1

HDB

x1 x2

A

B

TDB

HDB

θTDB

θx

x

Fig. 2. L-Figure showing the intuitive reason behind x1 having more chances of being
mislabeled by heuristic. R-Figure generalizing the scenario with suitable variables
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The probability of a data point being misclassified depends on the number
of True decision boundary scenarios where they would be misclassified i.e. where
they would lie between the TDB and HDB. In Figure 2, x1 would be misclassified
if the True decision boundary happens to be any one among the TDB1, TDB2.
However, x2 would be misclassified only if TDB2 happens to be the decision
boundary, making x1 more susceptible to obtaining incorrect labels from the an-
notator in comparison to B. This scenario would be mirrored for the data points
having a key-attribute value less than the splitting value. In Figure 2(R), let x
be a datapoint, making an intercept of a and b with Axes A and B respectively.

Hence,
P (

error

a, b
) = 1 if θTDB < θx and 0 otherwise (2)

Here, θx is the angle made by datapoint x with axis A. θTDB is the angle made
by True decision boundary with axis A that ranges between π

4 and π
2 . Hence

probability of error can be shown as:

P (
error

a, b
) =

∫ π
4

θx
dθ

π
2

(3)

We must note that θx = tan−1 b
a .

The above can thus be shown as:

P (
error

a, b
) = 0.5− 1

90
tan−1 b

a
(4)

To bound the equation within 0 and 1:

P

(
error
a, b

)
= max

(
0,min

(
1, 0.5− 1

90
tan−1 b

a

))
(5)

It must be noted that equation 4 is valid only when the HDB is along A
(Attribute B is used by the heuristic). When HDB is along B (Attribute A is
used by the heuristic), the b

a will be replaced by a
b . This enunciates that when

the heuristic picks attribute A in decision-making, the error probability is 0 for
data points with b>a and vice versa.

Since the attribute picked by the heuristic is not known to the active learner,
we take the worst-case scenarios to compute the probabilities:

P (
error

a, b
) = 0.5− 1

90
tan−1 min(a, b)

max(a, b)
(6)

As discussed in the previous sections, the proposed drop-out mechanism
drops attributes when the probability of error is above 80%, i.e. datapoints
inclined within 27o with A or B axis. For datapoint x1, Attribute A would be
dropped while querying, forcing the heuristic to use B in decision-making. The
error probability, when computed using eqn.5, would be null since b>a for x1.
This theoretically validates the increased quality of labels obtained due to the
proposed drop-out mechanism.
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7 Experimental Results

To test the effectiveness of the proposed drop-out mechanism, we follow the
methodology stated in previous sections to perform experiments on four datasets[18]
with a budget of 350 data points to query. The learning curves(No. of data points
queried vs. prediction accuracy) averaged over ten different iterations are shown
in Fig.3.

Fig. 3. Learning curves

The area under the learning curves for all the prediction tasks is shown in
Table 1 of the Appendix. It can be seen that the proposed drop-out mechanism
shows an improvement in performance at all the prediction tasks considered.
The effectiveness of the AL algorithm, i.e., the difference in the performance of
the AL algorithm and random sampling, has been nearly doubled due to the
usage of the drop-out mechanism, thereby advocating the usage of the same.

8 Conclusion

Starting from the common-sense observation that sometimes the labels needed
for active learning must be provided by a human, who might be biased, we model
the oracle as a fast-and-frugal heuristic. This paper provided a theoretical for-
mulation that provides the probability of data points being mislabeled by the
heuristic. Based on this inference, we proposed a novel drop-out mechanism. This
mechanism prevents the heuristic from picking certain attributes while query-
ing every instance, which could lead to incorrect labels when used in heuristic
decision-making. Experimental results showed that coupling the drop-out mech-
anism with active learning nearly doubled their effectiveness. This motivates the
development of various human-heuristic-aware mechanisms that could enhance
the performance of prediction models, as demonstrated in this study.
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9 Appendix

Table 1 shows the area under the Accuracy vs. data points queried for all the
prediction tasks considered.

Dataset Random Without Drop-out With Drop-out
Car Condition 228.16 227.85 260.34
Raisin Dataset 286.26 297.01 299.08
Wholesale Customer 279.64 304.29 306.21
Breast Cancer 313.86 319.17 333.88
Average 276.98 287.08 299.66

Table 1. Area under the learning curves

Increase in effectiveness=Avg.AUCwithdropout−Avg.AUCwithoutdropout

Avg.AUCwithoutdropout−Avg.AUCRandom

Increase in effectiveness = 1.2(120%)


